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Experimental data on damage and fracture initia-
tion and growth play an important role for devel-
oping and/or validating numerical models. Digital
Image Correlation techniques (DIC) [1, 2] provide
useful information by measuring full displacement
fields and identification means of model parame-
ters, as well as quantitative validation procedures of
structural models [3]. When dealing with large-scale
structures, using several cameras provides very use-
ful data in different parts of interest with different
resolutions and uncertainties. However, the combi-
nation of multiscale and multiview approaches re-
mains a delicate task. In particular, it is necessary
to couple the scales in the most integrated way pos-
sible [4] in order to minimize measurement uncer-
tainties and create seamless procedures between tests
and simulations for the characterization and predic-
tion of damage in structures.

A multiscale and multiview DIC (MM-DIC) frame-
work has been developed and validated by perform-
ing a three-point flexural test on a notched concrete
beam using three different cameras. As opposed to a
regular DIC with a single camera, the multiview sys-
tem required additional steps to be able to express the
measurement results in a unique frame, which was
that of the virtual FE mesh. Calibration was a neces-
sary step since multiple cameras with different res-
olutions were used to monitor different zones of the
sample surface. A backtracking procedure was also
performed to properly overlay the images and the
corresponding part of the master mesh and the scale
factor between camera frames and the FE model. The
computation of the Hessian matrices related to each
camera and assembling the global one was required
for the MM DIC to be performed. Then, the second
member vectors related to each camera and for each
iteration were computed and assembled. The nodal
displacement increments of each image state were
then updated and the measured displacement fields

were obtained.

For any measurement to be meaningful, uncertainty
quantification is necessary [2]. In the present case,
the acquisition noise that affected each camera was
analyzed by performing a DIC analysis on sequences
of reference images with both mono-camera and
MM approaches. Mono-scale analyses were also
run and the resulting displacement fields were pro-
jected onto the unique global mesh and compared
to those measured with MM-DIC. MM-DIC enabled
the measurement uncertainties to be reduced, also
led to lower registration residuals, thus providing
more trustworthy displacement fields for the analysis
of damage via crack opening displacement fields.
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