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IMPLEMENTATION OF NUMERICAL SIMULATION OF
VISCOUS INCOMPRESSIBLE FLOW

Matej BENO®, Borek PATZAK 2

Abstract: The method for solving viscous incompressible flows, based on [1], is presented for the numerical
simulation of viscous incompressible flow. It uses a finite element discretization in space and an operator-
splitting technique for discretization in time.The linearly constrained quadratic minimization problems which
arise from this splitting are solved using Uzawa conjugate-gradient algorithms. The goal is to devel opefficient
and accurate numerical tool for computing viscous flows, which will be later extended to non-Newtonian flows.
The accuracy of the presented method has been confirmed on two common cases: the Poiseuille flow test and on

driven cavity flow test.

Keywords:finite element method, operator splitting, Navier-Sokes equations, Uzawa Conjugate-gradient

1. INTRODUCTION

The aim of this article is to present a methodskiving viscous incompressible flows. The Eulerian
based finite element implementation is based orirtbempressible Navier-Stokes equations on two
dimensional triangular meshes using operator sgitfor time discretization [2]. The linearly
constrained quadratic minimization problems whidkeafrom this splitting are solved using conjugate
gradient algorithms. The fractional-time-step schetescribed by Marchuk [3] has been employed.
Liquid is supposed to be incompressible and Newtonirhe advantage of this method is that no
repeated remeshing is required. Also the assenmhésd matrix remains constant thus it does not have
to be assembled at every time step. By splitting tme step into three successive substeps the
discretization enables better approximation of ltssielocity together with pressure are computed i
this case in the first sub-step by using Uzesgugate-gradientlgorithm while velocity is
computed at each substep. To discretize the dothaiTaylor-Hood triangular elements have been
used with quadratic approximation of velocity anihe&r approximation of pressure. The

implementation is validated using the Poiseuiltafitest and driven cavity flow test.

YIng. Matej Beio, Department of Mechanics, Faculty of Civil Engiriag, CTU in Prague;
matej.beno@fsv.cvut.cz

prof. Dr. Ing. BdekPatzak, Department of Mechanics, Faculty of CBifigineering, CTU in Prague;
borek.patzak@fsv.cvut.cz
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2. PROBLEM FORMULATION

2.1. THE GOVERNING EQUATIONS

Assume incompressible viscous Newtonian fluid ogoup at the given timé € (0, T), delimited
domainQ < R? with boundanT. Let denote byc = {x;}2_; a generic point i.Let further denote
by u(x, t) velocity and byp(x, t) pressure, both governed by Navier-Stokes equations
p% = pg + V.oonQ - momentum equation, QD
V.u = 0on Q. — incompressibility condition, 2
whergp is density of the fluidn is velocity of the fluid, anay is fluid stress. For an incompressible
Newtonian viscous fluid, the stress is decompostaliis hydrostatic and shear components,
o = —pl + 2nD[u], (3)
wherep is hydrostatic pressure in the fluml,is the viscosity (assumed constant), afd] is rate-of-

strain tensor.

Relations (1)-(3) are to be supplemented by theagpate initial conditions
u(0) =uponQ, V.uy =0, 5)

and the boundary conditions
u=ur(t)onT, [, up()fi =0, (6)

wherdi is unit normal vector pointing out of tie

2.2. FINITE ELEMENT FORMULATION

For the discrete velocity-pressure space the kand aylor-Hood elements have been used, with the

guadratic velocity and linear pressure interpofa{gee Figure 1).

3

6 Velocity: quadratic (6 nodal poinst: x)
Pressure: linear (3 nodal points: O)

1 4 2
Fig. 1 The Taylor-Hood element.

Let introduce spaces of approximation and testtfans of velocities and pressure:

Wh = {Uh € CO(Q)Z,VT € :Th}!
Woh = {Uh € Wh' Vp = 0 OnF},
Ly ={qn € C°(Q),VT € T;,},

Lop = {Qh € th fg qndx = 0}-
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By using these finite-dimensional spaces we aaivihie following finite-element approximation
of the problem (1)-(7):
Findu;, € Wy, p € Ly, satisfying:

fQ (p (%) + (uh-V)uh).vhdx - fQ pn V. vpdx + fQ 2nD[u] : D[v]dx =0 7)

for all v;, € Wy,

fQ th u, = 0 for all dn € th (8)
u, (0) = ugponl, ©

wherauy,, is an approximation af,satisfying the compatibility conditions

fQ th Ugp = 0 for all dn € Lh' (10)

Since, in (7)n is divergence-free and satisfies a Dirichlet bamgatondition on all of’, we can

write:

Jo, 2nD[ug] : Dvyldx = [, nVuy: Vvydxfor all v, € Wy
3. TIME DISCRETIZATION BY OPERATOR SPLITTING

3.1. PRINCIPLE OPERATOR SPLITTING

As stated by Glowinski [2] numerical solutions dietrelations (1)-(6) are not trivial due to the

following reasons:
0 The above equations are nonlinear
0 Handling of the incompressibility condition (2)

0 The above equations are system of partial diffeaieatjuations, coupled through the nonlinear
term(u . V)u, the incompressibility conditioli.u = 0, and sometimes through the boundary

conditions.

The time discretization by operator splitting wgartly overcome the above difficulties; in
particular, decoupling of difficulties associateithmthe nonlinearity from those associated with the
incompressibility condition. To introduce operaspiitting, the approach by Glowinski&Pironneau [4]

will be used. Let assume the following initial valproblem:
do _
®(0) = @y,
where A is an operator (possibly nonlinear, anchawltivalued) from a Hilbert space H into itself

and wherep, € H. There are numerous splitting operators to sdiisgroblem [2].
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3.2. FRACTIONAL-STEP SCHEME

In this work, the fractional-step scheme descrilisd Marchuk [3] is employed. Let assume

decomposition of the operator A into the followimontrivial decomposition:
A= Al + AZ + A3,

(by nontrivial, we mean Al, A2 and A3 are indivitlyaimpler than A). In the followingAt is a time

step.

Setp® = ¢,, for n>= 0,p™ being known we compute™*1/3 ¢™*+2/3 andp™*! as follows

1
n+= n 1
9 3-¢ n+-\ _ rn+1
v +A1((P 3)—f1 ,
2 1
n+s  n+s 2
¢ 3—¢ 3 n+=\ _ rn+1
At +4; ((p 3)_f2 !

n+i_ 1

+2
¢ - 3
m +A3((pn+1) — f3n+1.

By applying operator splitting to the problem (7-4& obtain (witho < o, < 1ando + p = 1):

Find:u"™/® € W, andp™*'/3 € L,

un+1/3_un
e, — - vdx — Jo P2 V.vdx = 0 for all v, € Wy, (11)

Jo, qV.u™*13dx = 0for all g, € Ly. (12)
Find: un+2/3 € Wh

n+2/3_yn+1/3

ol uT.vdx —p [ (u"T3.V)u"*2/3 vdx + 2am [, D[u"*?3]:D[vldx =0  (13)

for all vy, € Wp,.

Finally findu™*! € W,

un+1_ n+2/3

ol S vdx + 2 Jo D[u™**'] : D[v]dx = 0for all v, € Wy, (14)

4. THE UZAWA ALGORITHM

n+1/3

To computeu and p™*t1/3the Uzawa conjugate-gradient algorithm operatingised [5, 6].

Discretized equations (11-12) have following form

A BH\ suy fi
-0 ’
B, B, 0)\P 0

whereAis a symmetric positive definite matrix af®, B,), (B¢, BY) are discrete divergence operator
and discrete gradient operator respectively.
This algorithm is based on constructing a posgemidefinite problem for the pressure
(B1A™'Bf + B,A™'By)p = BiA™' f; + B,A™'f, (16)

by substituting the velocity vector in the velodiliyergence equation. Because the matrix
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A = (B;A7'B! + B,A~'B%)issymmetric and positive-definite, the pressurtfean be solved using a
preconditioned conjugate gradient algorithm. Thalflizawa algorithm is summarized as follow:
Initialization : k = 0;p° =
Solve Au? = f;, Aud = f,
1o = Biud + Bud
Iteration: while || >a given tolerance,
k=k+1
ifk =1
S1=T1o
else
Br = Th—1Tk—1/Ti—2Tk2
Sk = Tk—1 + BrSk-1
end
Solve Awf = Bts,, Awk = Bls, (17)
§ = (Bisi)'wi + (Bssp)'wy
A = Te—1Tk-1/6

p* =p* 1 + aysy

uf = ukt — aqwf
uk = uft — qwk

T = Tt — axBywf — agByw)
end
This iterative solution method requires signifitgariess memory and computation than direct
solution approaches based on solving the full gmblThe efficiency of this algorithm depends on

how efficiently equation (17) is solved.

5. NUMERICAL VALIDATIONS:

The accuracy of prototype Matlab implementation besn verified using two benchmark problems:

the Poiseuille flow between parallel plates andgetricavity flow.

5.1. POISEUILLE FLOW

In this classic test, the steady state velocity pmdsure distributions is simulated for a fluidung
laterally between two plates whose length and wisliimuch greater than a distance separating them.
The geometry, boundary and initial conditions dtesirated on Fig 2. The domain is divided into 400
elements, the height is 1 and the length is 4. §thgonary profile of velocity profile at outflovs i
quadratic. The mass density js= 1.0 kg/m3, and the viscosity i) = 1072Pas. The results

correspond with analytic solution.
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When time stept = 0.005 s is chosen the implemented simulations renderstsein timet = 1,5 s.

u=0, v=0

VAAAAAA

u=0, v=0

Fig. 2 The geometry and the boundary conditions of flow in tube test. The used mesh consists of 861
nodes and 400 elements.

5.2. DRIVEN CAVITY FLOW

The driven cavity flow is a typical problem appliemverify numerical model in fluid dynamics. We
simulate the flow inside closed cavity and compaeeresults with the model developed by the other
researches [7, 8]. Figure 3 shows geometry of tbbl@m, computational mesh and applied boundary
conditions. The viscosity is setfo= 1072Pas, and the Reynold’'s number is computed As (based

on geometry of size 1 and maximum velocity 1). Timess density i® = 1.0 kg/m3, and the time
step isAt = 0.01 s. The results are in good agreement, even thihgpresent values are restricted to

the 30x30 grid points (see table No. 1).

ufl,VIO

u=v=0

| |
|
u=v=0

Fig. 3 The geometry and the boundary conditions of driven cavity flow test. The used mesh consists of
961 nodes and 450 € ements.

Tab. 1: Velocity extreme through cavity centerlinesat Re = 100
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method Umin Vmin Vmax
Present UCG -0.2165 -0.2493 0.1771
Present with UCG* -0.2165 -0.2493 0.1771
Botella and Peyret -0.21279 -0.25266 0.17854
Rabenold -0.2140424 -0.2538030 0.1795728
*number of iteration: 74
1 S 02
0,9 0,25
0.8 = 1% “ 0,2 o
0,7 A 4 015 & ¢ T3
0.6 <& 4, 01
o 0,05
= 0,5 % .
L < = -0,05 K
03 2 o1 o
0,2 \% 20,15
0.1 -0.2
0 T T -0,25 T T - <><>O
1 -0,5 0 0,5 1 a 0,2 0.4 0,6 0.8
u velocity %

Fig. 4 Vel ocity profiles through cavity centerlinesat n = 10~?Pas and 30 x 30 grid size.

6. CONCLUSION

Presented work describes formulation and implentiemtzof non-stationary, incompressible flow
finite element solver. The Taylor-Hood elements -fA3 have been implemented. For time
discretization the operator splitting method isdusBiscretized equations are solved using Uzawa

conjugate gradient algorithm.The model is verifisihg standard benchmark tests from the literature.
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CREEP OF A CEMENT PASTE WITH ADDITION OF THE
FLY ASH - COMPARISON

Petr BITTNAR?, Pavel PADEVET ?

Abstract: Different quantities of fly ash contained in thenemt paste causes change properties of the final
product. One of the properties is creep. The sfzgaep may influence the size ratio of fly ash emahent in the
cement paste. Furthermore, measurement resultsheidcomparison are presented. Creep was obseirvéie

specimen’s age of 1, 5 and 12 months.

Keywords: cement paste, shrinkage, creep, fly ash, lever argsim

1. INTRODUCTION

Processing waste materials allows observing thpasties of materials, where such waste material is
occurring. One example is the fly ash, which isdoiced as a waste during combustion of the brown
and black coal. According to the method, and inigalar combustion reached temperature, the fly ash
can be divided into two basic groups, free flowargd classical. Particulate the fluidized fly ash is

produced by burning coal at high temperatures ahdcapture using limestone. Conversely the classic
ash is a result from burning the coal in convergidnrnaces at temperatures of 1200-1700 °C. Its

annual production in countries where electricitprieduced from coal combustion is negligible.

One of the sectors where the waste finds applicasidhe construction industry. The fly ash has
a number of suitable properties, which fit in thamafacture of building materials and in constructio
The classical ash is chemically the inert matesiigth a very fine granulometry 0.001 to 1 mm. The

ash has a low content of $@nd relatively low volume density.

Listed properties predispose to use the fly asfillas in the concrete. Fly ash in concrete is
characterized by the so-called secondary hydralibis means that the fly ash reacts with gels which
are formed after the hydration of cement and foiznadf CSH [1] gels. By reaction of the fly ash and

gels are generated new types of gels in the cematmix.

Due to the reaction between the cement gel anfiyttaesh, attention is focused on properties of

the cement paste mixed with the fly ash. Betweenptimary properties such as compression and

! Ing. Petr Bittnar, Department of Mechanics, Faculif Civil Engineering, CTU in Prague;
petr.bittnar@fsv.cvut.cz
2 Ing. Pavel Padet, Ph.D., Department of Mechanics, Faculty of Cikihgineering, CTU in Prague;

pavel.padevet@fsv.cvut.cz
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tensile strength, flexural strength and moduluset#sticity, the creep is one of the essential

characteristics for the design of structures [2].

2. SPECIMENSAND THEIR PREPARATION

The length 70 mm was chosen for the tests of teeisgns. It is the limit for the use of measuring
sensors. The diameter of the test specimens isM0Othe size is sufficient to ensure the homogeneity
of the material. The cement paste was preparedamtiater coefficient (w/c) 0.4 [3]. The coefficient

in this case is the ratio of water to the weightefent and fly ash.

The ratio between the weight of cement and flywak 1:1. Water was added to a mixture of
cement and fly ash and cement slurry created. Ylwedcical moulds were filed by cement slurry. The
hardened cement paste was removed and insertethint@water, where it was stored until use after
hardening. The specimens were cut to the reqglérggth of bodies for creep tests (Fig. 1) befomrth

first testing.

Fig. 1 Specimens for the creep test.
Specimens were tested at the age of one monthjitemonths and 1 year [4]. At the age of 5
and 12 months, the same specimens were used. Matmperties - compressive strength, modulus of

elasticity - were measured on the same type ofisiees produced simultaneously with the test
samples for creep. Before testing, some specimens evied and some were left in water.

3. PRICIPLESOF MEASURMENT AND TESTING OF THE SPECIMENS

The measurement principle was to monitor the cieepease of dry and water-saturated specimens.
Shrinkage of the cement paste with the fly ash neasured together with the measurement of creep.
Two dried specimens were used for measuring ofitieel solid creep. The creep was measured on the
two saturated specimens and on the other two spesiithe shrinkage was measured. Shrinkage was

measured on dried specimens.

Testing was carried out in every specimen leveragehanism. The creep was measured by
three sensors with a resolution of 0.1 microns. §iecimens were loaded on size of the load 0.69 kN.
Stress near to 8.82 MPa was originated in the cemaste. The average compressive strength is
40 MPa in the one month old cement paste. The lmasl corresponds to 22% of the strength of the

cement paste.

10
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The time interval of testing was one month. The sneament procedure consisted in the

establishment specimens to the test equipmenthé&munbre, the lever mechanisms were loaded with

weights in order to achieve a defined level of |oBHden, the test of specimens ran for 25 to 30 days.

After the testing time, the specimens were unloaaled then test of finished. To ensure moisture

conditions during the test, the specimens were madfn foil to prevent the admission and removal of

moisture from solids.

4. MEASURING OF THE CREEP

The results of the creep cement pastes with adddidly ash are presented in Fig. 2-4. In all sase

there is the basic creep, which expresses the afettye material without the influence of shrinkage

The dried specimens were deducted influence waand)the same principle was applied also for

water-saturated body.
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Fig. 2 Basic creep of the cement paste in 1 mogéh a

During the measurements, the size of the basiqparé¢he specimens with the length 70 mm

reached 25 or 35 microns in 25 days. In these smd, the beginning of the creep measurements

started at 1 month of age. Size of the creep detlirvater specimens without the influence of

shrinkage after 25 days achieved values of 2371&8bdnicrons.

001 mm)
~
3
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Fig. 3 Basic creep of the cement paste in 5 mogéh a

The basic creep of the cement paste tested agtheféb months reached 15.6 and 15.3 microns

after 25 days. Water-saturated specimens showesizéef creep 263 and 253 microns after 25 days.

In comparison with the younger specimens, the asweof deformation of dried specimens and

11
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increasing of the deformation in a given time a thater-saturated specimens were reduced. All

carried tests were held at a constant temperafie oC.

Basic creep, CEMI, No.1, 1 year Basic creep, CEM|, No. 2, 1 year
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Fig. 4 Basic creep of the cement paste in 1 year ag

Both one year old specimens achieved the cree@8&izericrons after 25 days of measurement.
Water-saturated specimens had the deformation 2% and 135 microns after 25 days of
measurement. In all cases of measurements werectdedinfluences of cement paste shrinkage

cement paste with fly ash was deducted from allsmesament of creep.

5. SUMMARY

From the creep measurement in chronological obternvaf maturation cement paste it can be seen
that the decisive factor for the deformation is Weder content in the specimen. The dried specimens
did not show changes in the creep development glitine year. On contrary, specimens that have been
saturated with water showed a trend of reducingibe distortion. Although after 5 months, the pree
size was higher than at the beginning and end efnteasurement. It is possible to notice that the
increase of deformation for the same period is atidl mm lower after one year from the specimen
maturation than after the first measurement.
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INFLUENCE OF CONTROLLED BIOMECHANICAL
PROCESSES ON BONE TISSUE FORMATION IN
INTERFRAGMENTAL GAP OF INTERRUPTED DIAPHYSIS

FrantiSek DENK?, Miroslav PETRTYL 2

Abstract: Gradual distraction combined with controlled phas#sharmonic oscillations in the process of long
bone lengthening by distraction osseogenesis haeeta deformations during patient's natural physgctal
movement a significant effect on bone tissue faomah the interfragmental space of diaphysis. Sifehe
deformation amplitudes, rate and frequency of tswin cycles in individual stages of elongationopess
comprehensively affect formation of extracellulaatrix and development of structure of new bone
tissue.Suitable optimization of loading programdifferent stages of initial callus formation, preliation and
active distraction, relaxation and neutral fixatian the process of consolidation and final osstiiza can
significantly contribute to increase the formatigelocity and improve the qualitative propertiesneiw bone

tissue.

Keywords:distraction osseogenesis, external fixation, bidma@écal stimulations, interfragmental callus

1. INTRODUCTION

Acceleration of bone tissue formation and healifgtlee callus between the opposite vital
fragments of interrupted diaphysis within the distiton osteogenesis method application can be
achieved by their gradual and controlled procrasitm, i.e. distraction, which is combined with
micro-oscillations in the direction of extensiontbé treated long bone, usually along its longitadi
axis. Oriented and time-limited micro-oscillatiomsith amplitudes range from i0to 1G pm,
frequencies of 1&010" Hz and withindividualconfigurations(the parametars dependent mainly on
the phases of distraction process) in bone tisdiraulste fibrogenesis, chondrogenesis and
osteogenesis. They contribute to accelerating theggs of extracellular matrix organization andeébon
tissue healing process. Distraction process cordbimigh micro-oscillations favorably affects the
phase of proliferation and early consolidation, nmioscillations have a positive impact in the late

phase of consolidation. Controlled prolongationdie#o the simultaneous complex acceleration of

Ying.arch. et Ing. FrantiSek Denk; Laboratory of echanics and Biomaterial Engineering, Departmént o
Mechanics, Faculty of Civil Engineering, CTU in Bug; frantisek.denk@fsv.cvut.cz

%prof. Ing. Miroslav Petrtyl, DrSc.; Laboratory ofd@nechanics and Biomaterial Engineering, Departroént

Mechanics, Faculty of Civil Engineering, CTU in Bug; petrtyl@fsv.cvut.cz
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metabolic processes, amplification of fibrogentwrdrogenic and osteogenic signals and acceleration

of intercellular communications, which generallypirave the quality of tissue regeneration(Fig. 1.).

EI I 3E
L
II

Fig. 1 X-ray analysis of the consolidation procdsaterfragmental tissue in

1. week

2. week

4. week

6. week

i"'IHHH

Japanese white rabbits A, B, C, D

2. BIOMECHANICS OF BONE TISSUE REGENERATION

Regeneration of bone tissue is a natural, very texnprocess ensuring restoration of form and
original function of damaged parts of the humanetka, and involving coordinated participation of
colonization, differentiation and proliferation dahflammatory cells, angioblasts, fibroblasts,
chondroblasts and osteoblasts, which synthesizereledse bioactive substances of extracellular
matrix components (e.g. different types of collagen growth factors)[1]. The first phase of healing
occurs immediately after tissue damage, when thmatmma from discontinued blood vessels
promptly fills the interfragmental space. Macropbggemove the dead tissue and generate granular
structure of stabilizing callus for colonization ahdifferentiated mesenchymal cells which are
migrating and multiplying from the surrounding sdfssues[2]. In the next stage these cells
differentiate into fibroblasts, chondrocytes oremdtiasts, depending on the biological and mechknica
conditions, which play a very important role[3, Bjfferentiated cells synthesize extracellular nxatr
structure to the corresponding tissue type(Fig. &yl after callus completing by cartilage struetur
continues endochondral ossification involving icate complex of processes of maturation,
osteogenesis, resorption and final remodeling eflynéormed bone tissue. Pauwels[5]was one of the
first authors who already in the 60s years desdrire the basis of experimental and clinical results
the theory of tissue differentiation depending be effects of mechanical stress(Fig. 3A). Perren
andCordey[6]have established that tissue diffeation is stimulated, depending on their stiffness

(“Interfragmentary strain theory” [7]) (Fig. 3B).a@er et al. [8]developed a new
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Fig. 2 The hierarchy of mesengenic processes [6]
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Fig. 3 (A) Pauwel’s concept of tissue differentat{7], (B) relationship

between mechanical stimulation and tissue difféaéion [9], (C) tissue
differentiation rules [10], (D) tissue differentiah based on mechanical

stimulation and fluid flow [11]
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theory of tissue differentiation based on the datien of new tissue formation with history of
mechanical stress, provided that the callus tissudormed by a single solid phase. Since
theconfirmation of these theories many authors me& computational models based on FEM to
guantify the local stress at different stages @flihg processes. In 1999 Claes et al. [9] set siyndlar
path quantitative tissue differentiation theory,iehhreviews fields of deformation and hydrostatic
pressure with tissue generated within the healinggss(Fig. 3C). Kuiper et al. [10] developed using
bi-phase axial-symmetric FEM model the theory basedhe mechanical stimulation by analysis of
shear stress fields and fluid flow regulating diéfetiation processes, and strain energy regulating
resorptive processes. Lacroix et al. [11]appliee tlules of tissue differentiation derived by
Prendergast et al. [12]and predicted by FEM amslysirious options of the bone tissue healing,
depending on the origin of stem cells(Fig. 3D).2002, Garcia et al. [13]developed a continuum
mathematical model that simulates the processssifi¢i regulation and callus growth with respect to
different cellular events (migration of mesenchyrmells, proliferation, differentiation and extinmti

of different cell types), matrix synthesis, res@mpt damage, mineralization and remodeling prosesse

3. EXPERIMENTAL NUMERICAL STUDY OF INTERFRAGMENTAL REG ENERATE
DEVELOPMENT

The development of interfragmental solid in theeegion process is dependent on many, especially
unknown, parameters, which prevents find the appatgexact (mathematical) formulation. The task
of presented experimental numerical study is tdamede the majority of unknown functional
parameters (function of development of materiapprties, volume expansion, geometric changes, the
impact of force effects, etc.) at intervals defigdthe sub-stages of distraction and healing p®ce
through verified theories in combination with resuirom clinical practice. Expected conditions of
“functional continuity” on the boundary of intergalare always secured. Computational process
performed on a simplified 3D FEM model in ANSYS APBnvironment evaluates the development
of geometry changes, the internal state of stie&isf and external and internal deformation change
tracks and approximates the functional dependeane$e course of input parameters in important
points of interfragmental regenerate volume. Batannoalysis was done separately for process of

extension and neutral fixation.

3.1. METHODOLOGY OF SOLUTION AND USED MATERIAL PROPERTIE S

Submitted work presents the initial iterative studfy process of interfragmental regenerate
formation during lengthening by distraction ostaogms method. Configured model situation
simulates the distraction process of femoral diapByelongation to 80 mm. The implemented
standard prolongation program consists of primatgaomy including initial mutual bone fragments
delaying to value of 10 mm and distraction proadss 5 days of calm with a frequency of 1 mm per

24 hours. Particular diaphysis extension lastsag@ dhen neutral fixation phase comes and consists
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Tab. 1 Recapitulation of analysis and healing pescaccording to the degree of

interfragmentalcallus development in time

Time 0 days 5 days 30 days 75 dayp 105 days 135dlays dayad5| 225 days 255 days 285 days 315 days
= = ]
Q g 'g c é 5
8 - Z| B @ 5 2 5 E
= £ % o37 o 2 o §
o c = c = £ =
o 2 £ € © € = s =
£ 8 E| £ ¢ £ £ & 5
g Z 2 2% g 3 §
T O &| o & o 2 X &
W o
Q o 5 2
7] y = c
5§ 5 | | BEl ¢ s 5
== 5 B = = K]
c T = £ n 3 o 2 S =
© E %5 2| < S 8 5 5| £ = =2 8
= L g o = 3 T 2 2 O @ © 2 < @
5 s 5| 88 3 5% 2% %8 5 g s
S g e ] o c 4 e g c 9 8] T o
g = e 5 = B o « O c = 8 © T 23
© gl T8 S g % °© 5| 2 85| ° % E S 3
c B £ & c £ [S) c = S o o 8 S a 2
S & g c g o [e)] g ko] K<) % £ = ° o S o
o O gl ® 8| £ s 2| E 2| £ § > @ 8 ©
o g| 8 % £ £ ® E | = o| &£ o > 3 2
g5 2% 5 ¢g ¢ 52| 2 o P 5 o g5
o o m o L £ o L © [SE = n S w s J e
[<}]
? ©
> [} [}
- - - 5 @ 2
E 2 E § 8| = o 8 3
5 ° = 2 8| 9 2 ) B
g 2 3 E 2| 8 g o 5 ¢ g
S 5 S 5 & =8 2 g 2 S
= 8 o L o| T E £ = 8 O
20000
18000
16000
14000
12000
10000
8000
6000
4000 +
2000
‘ 0 75 105 135 165 195 225 255 285 315
.100
” / - - - - - : - -
° 0 75 105 135 165 195 225 255 285 315
400
200 -+
? 0 5 105 135 165 195 225 255 285 315
Fig. 4 Graphic dependences of input parameterssig-a time (days),
y-axis — elasticity modulus development E (MPa)€bine), distraction
process (mm) (red line), volume expansion (%) (gtee)
Tab. 2 Considered homogenized material propertietfferent tissue types
Tissue type Granulation Fibrous Cartilage TrabercuIL Immature b. Mature bone Corticalis
E (MPa) 0.2 2.0 10.0 2.0 1000 6000 17200
V() 0.167 0.167 0.167 0.167 0.325 0.325 0.325

ofan early stage of consolidation, the consolidefoocess and late consolidation, part of which is

homogeneous ossification. The final phase of th@odeling process occurs only after removal of the
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fixation apparatus. Total recovery time is expe@&8 days. Comprehensive simulation of treatment
course involves the introduction of the functiorddpendence of input parameters driving the
regenerate solid evolution and homogenized matepiaperties depending on the degree of
consolidation, solidification and ossification pess. Recapitulation of all parameters, including
interdependences are given in presented tablegraptis(Tab. 1, 2, Fig. 4).

3.2. NUMERICAL ANALYSIS

Numerical analysis of stress fields was perfornmeskigittal section of the interfragmentalcallus

T T T T T def. (um) SIGMA Z TAU YZ

15. DAY 35. DAY 55. DAY 75. DAY 15. DAY 35. DAY 55. DAY 75. DAY

T G A B
: (B (h

A 4

4 |
9 11

SYM 0.00 MPa TENSION 0,00 MPa
L == L . —

Fig. 5 Diagram of stress distribution in the sagitsection of callus, active

distraction — formation during distraction stepsnin/24 hours

sigma z tauyz

0200 0400 0600 1000 1400 1800 2200 2600 3000 3400 380 4200 4600 5000

Fig. 6 Stress history in the observed points, X(MBa), y —o,  (MPa)

ulu FN) SIGMA Z TAU YZ

105. DAY 180. DAY 255. DAY 315. DAY 105. DAY 180. DAY 255. DAY 315. DAY
1 5 | -
=
H
6 8
SYM COMPRESSION 0,00 MPa 0,00 MPa 10,00 MPa)
- — -_— —

Fig. 7 Diagram of stress distribution in the saagitsection of callus, neutral

fixation — consolidation at a constant load F = 880
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Fig. 8 Stress history in the observed points, x(MBa), y —o, 7 (MPa)

in various stages of the iteration process on thsisbof compiled reference treatment program.
Computational processes include detailed monitooihgpecific important points with regard to the
concentration field sites, distribution of normahwponenis, and shear componety;, of stress, whose

history and mutual dependence are graphically dsthranalyzed and evaluated (Fig. 5.,6.,7.,8.).

4. SUMMARY, CONLUSIONS

The following key conclusions, which constitute ibagsults for next phases of detail interfragmenta

space verification, can be mentioned on the bdgisesented analysis:

(1)The analysis can be completed with other importiemived mechanical properties of callus in its
various stages of distraction process, which pmewadomprehensive picture of its behavior, such as
the history of the overall stiffness in compressidavelopment of deformation parameters including
the impact of fixation apparatus, development ofvgoneeded to perform a distraction step, etc.
Harmonized results can be subsequently smootheglgiralizing curves and then balanced with
regression dependencies of used electronic fixadiggtem. This experimental way may allow to
determine the secondary biomechanical propertiesntdrfragmental callus during parallel or

subsequent clinical testing.

(2)Experimental numerical verifications demonstrate thfferent evolution of tissue mechanical
properties, with the dependence on theparticulsgest oflengthening process and on the localization
in callus volume. While the phase of active prolmimgn is important for the formation of quality
highly oriented tissue structure and its densityagsion, the phase of neutral fixation can be déwid
into several sub-parts with respect to the pergenteffect of biomechanical stimulations to the
qualitative development of callus. While the cole@ harmonic stimulations with large amplitudes
between +1®and +18 pm with low frequencies are important for the atphase of distraction
process, stimulations of small amplitudes from™16 -1G um with higher frequency ranges have
positive effect for the stages of neutral fixatidAtoportion of biomechanical stimulations on

increasing the quality parameters and the intenfiexgal tissue evolution velocity is from the conxple
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point of view critical in the case of presented faguration from the 5 to the 18 day of treatment

(total 315 days of treatment).
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INFLUENCE OF WATER/GYPSUM RATIO TO DYNAMIC
MODULUS OF ELASTICITY OF GREY GYPSUM

Tereza DOVRTELOVA?, Pavel TESAREK ?,
Toma§ PLACHY ®

Abstract: The paper describes the influence of water/gypsum ratio to the dynamic modulus of elasticity of grey
gypsum. For the experiment, five sets of specimens with different water/gypsum ratio were prepared. These
specimens were tested by nondestructive method — impulse excitation method, which determines modulus of
elasticity based on the fundamental resonant frequencies. During these experiments fundamental resonant
frequencies of longitudinal vibration were measured. Using the nondestructive method we can observe the

evolution of the dynamic Young’s modulus of elasticity in timeline.

Keywords: impulse excitation method, dynamic modulus of elasticity, gypsum, water/gypsum ratio

1. INTRODUCTION

The main aim of this research is to determine influence of water/gypsum ratio on mechanical
properties of grey gypsum and also their development in time. Grey gypsum is very cheap and easily
reachable building material, which is obtained as a waste product from thermal power
desulphurization. The gypsum is currently used for non-bearing structures, but there is a potential of
using gypsum also for load bearing structures.

To achieve the aim of the research, non-destructive method was used. The Impulse Excitation
Method (IEM) was used for determination of the dynamic Young’s modulus. The measuring of the
fundamental resonant frequency is its base. IEM is already used and described in some experimental
studies [1], [2].

2. DESCRIPTION OF MATERIAL AND SPECIMENS

Tested specimens were prepared according to the Czech standard CSN 72 2301 [3]. The specimens of

dimensions 40x40x160 mm were made from the grey gypsum. For the experiment, five different sets
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of specimens with various water/gypsum ratios were made. Optimal water/gypsum ratio for this type
of gypsum is 0.71. Also specimens with water/gypsum ratio 0.60, 0.65, 0.85 and 1.00 were prepared
for the experiment. Three specimens were prepared for every wi/g ratio, altogether 15 specimens were

prepared and tested.

2.1. PREPARATION OF SPECIMENS AND MEASURING PROCESS

Each set of specimens was prepared separately. First, the required amount of water and gypsum
according to w/g gypsum ratio were measured. The gypsum was slowly poured into the water and the
mixture was properly mixed approximately for 3 minutes. Then the mixture was poured in the mould.
Each specimen was designated with a unique code, which describes w/g ratio, number of set and
specimen, date and time of preparation. Preparation time was determined as a time, when all gypsum

was poured in water.

The specimens were tested in certain intervals. The first measuring was executed in
20 — 30 minutes after the preparation. The weight and dimensions of each specimen were measured. At
the beginning the intervals were short, measurements were taken approximately in 1 hour, 3 hours,
24 hours and 48 hours. When the weight stopped changing or the weight was changing very slowly,
the measurements were taken in 3, 7, 14, 21, 60 days.

3. IMPULSE EXCITATION METHOD

The Impulse Excitation Method (IEM) was used for determination of the dynamic Young’s modulus.
The measuring of the fundamental resonant frequency is its base. The test can be set for flexural,
torsional or longitudinal vibration. This part of our research deals with the longitudinal vibration.
Performance of the method was similar to that in previous studies [1], [2]. The specimen was
supported in the middle of its span, the fundamental longitudinal nodal position. Vibration has been
actuated by striking the impact hammer Briiel&Kjar type 8206 on one side of the sample. The
response was measured using acceleration transducer Briiel&Kjer type 4519-003. This transducer was
located to the centre of the opposite end face of the gypsum specimen. The measured excitation force
and acceleration were recorded and transformed from the time domain to the frequency domain using
Fast Fourier Transform. The Frequency Response Functions were evaluated from these signals using
the vibration control station Briiel&Kjer Frong-end 3560-B-120 and program PULSE 14.0. This
procedure was repeated five times for each gypsum specimen. Outcomes were averaged for each
gypsum specimen and the fundamental longitudinal resonant frequency was determined. The dynamic

modulus of elasticity E4 can be determined using the relation:

_ 4Imf,?
bt (1)

E
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where | [m] is the length of the specimen, m [kg] is the mass of the specimen, f, [Hz] is the
fundamental resonant frequency of the longitudinal vibration of the specimen, b [m] is the width of the

specimen and t [m] is the thickness of the specimen.
4. RESULTS

41. HOMOGENEITY OF SPECIMENS

All specimens were prepared using the same technology and had same conditions for drying. Despite
this, it can be seen the diversity of measured values between particular samples in one set. Measured
values of all three specimens in some sets are almost the same. On the other hand, in some cases
significant variance of measured values was registered. It can be clearly seen in Fig. 1. For example,
set number IV (w/g ratio 0.71) showed the most homogeneous results of all sets. For all three
specimens of this set, the basic longitudinal resonant frequencies were almost identical. In contrast,
sets | and Il (w/g ratio 0.60 and 0.65), it means sets with the lowest water/gypsum ratio showed the
greatest heterogeneity in measured basic longitudinal resonant frequencies, density and also in the
calculated modulus of elasticity. This is probably caused by the low wi/g ratio, which causes difficult
workability. The mixture had tough consistency and probably not the proper mixing, which probably

resulted in a large variance of measured values between the three tested specimens.

The dynamic modulus of elasticity of the specimens

Set | w/g 0.60

Set 111 w/g 0.65

Set IVwi/g 0.71

Set Vw/g 0.85
3.0 1
Set 11 w/g 1.00

f—‘#g A
2.0
1.0
0-0 T T T T T T

0d 10d 20d 30d 40d 50d 60d

Time [Days]

Fig. 1 Dynamic modulus of elasticity of particular specimens in timeline
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For example, in the Set I the biggest difference between two specimens is 0.59 GPa. On the other

side, in the Set IV maximal difference between two samples is only 0.05 GPa.

4.2. INFLUENCE OF W/G RATIO ON DYNAMIC MODULUS OF ELASTICITY

In the experiment, the influence of water/gypsum ratio on the modulus of elasticity was monitored.

Young’s modulus of elasticity was calculated from the measured longitudinal resonant frequencies.
In the Fig. 2, there are shown the measured longitudinal resonant frequencies, from which the modulus

of elasticity was calculated (Fig. 3), according to the theoretical basis of this research.

Similarly like in [4], the highest values of the basic resonant frequencies and also dynamic moduli
were measured on the set with the lowest water/gypsum ratio (w/g 0.60). The lowest values were
measured on the set with the highest w/g ratio (w/g 1.00). Dynamic modulus of elasticity decreases in
dependence on increase of the used water/gypsum ratio of the grey gypsum. The dynamic modulus of
elasticity is shown in Fig. 3, it is an average value of three tested specimens. There can be also seen its

development in time.

The longitudinal resonant frequencies
Set 1 w/g0.60
8000
Set 111 w/g0.65
7000
Set IV w/g0.71
6000 Set V w/g0.85
E r__‘___. Set 11 w/g 1.00
5000 —
4000 __.,__ﬁ
-
3000 ' 3 hours ' 4 days ' '
0.0d 0.1d 1.0d 10.0d 100.0d
Time [Days]

Fig. 2 The longitudinal resonant frequencies — time in the logarithmic scale
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The dynamic Young’'s modulus of elasticity
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Fig. 3 The dynamic Young’s modulus of elasticity — time in the logarithmic scale

43. THE DEVELOPMENT OF DYNAMIC MODULUS OF ELASTICITY IN TIME

The development of modulus of elasticity in time was also monitored. In general, progress of all tested
sets was similar (Fig. 3). In the first hours, the dynamic modulus increased, approximately after three
hours the modulus began to decline. Repeated increase of the dynamic modulus started after 1-2 days,
after 3-4 days stopped and since then was almost constant. After detailed analysis, differences between
particular sets can be seen. Because all the specimens had the same conditions during preparation,

hardening and drying, this difference is probably caused by different w/g ratio of particular sets.

Sets with the water/gypsum ratio 0.71 and 0.85 have steep increase in resonant frequencies and also
moduli of elasticity. Simultaneously, these two sets reached the constant values of frequencies and of
moduli of elasticity first of all. On the contrary, very slow increase was registered on the sets with w/g
0.60, w/g 0.65 and w/g 1.00. Also the achievement of constant values last longer. For example, the
second increase of modulus of the Set IV w/g 0.71 started in 24 hours, Set Il w/g 1.00 started to

increase in 69 hours.

Achievement of constant values of resonant frequencies and moduli of elasticity is for the most of
the sets equal to finishing drying of the specimens, i.e. achievement of constant weight. An exception
is set IV with optimal water/gypsum ratio 0.71, despite a constant weight continue increasing values of
natural frequencies and moduli. For this set, drying stopped in 2.3 days, constant frequency was

achieved in 2.9 days. The Set IV w/g 0.71 was the fastest in drying. Drying of Sets | w/g 0.60 and Il
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w/g 1.00 was slower. The time of drying of sets with the highest and the lowest water/gypsum ratio

were identical - 4 days.

5. CONCLUSION

In the experiment there was shown, that water/gypsum ratio has probably influence on resonant
frequencies and dynamic moduli of elasticity. The dynamic modulus of elasticity decreases in

dependence on increase of the used water/gypsum ratio of the grey gypsum.

Water/gypsum ratio has also influence on time of drying of specimens. This time is not in direct
correlation with w/g ratio. The Set IV with optimal w/g ratio (0.71) was the fastest in drying, Sets |
(w/g 0.60) and 11 (w/g 1.00), i.e. sets with the lowest and highest w/g ratio, were the slowest.

The influence of water/gypsum ratio on workability of mixture and on homogeneity of results is
also presented. Sets with the lowest water/gypsum ratio showed the greatest heterogeneity in basic
longitudinal resonant frequencies, and also in the modulus of elasticity. Set IV with optimal w/g ratio
0.71 showed the most homogeneous results of all sets.
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VERIFICATION OF FE MODEL OF CRASH BARRIER POST

USING EXPERIMENTAL MODAL ANALYSIS

Ji¥i DROZDA?!, JanMAREK ?,
TomasPLACHY?®

Abstract:Basic aim of this project is to determine a procedure of finite element (FE) models verification. Thisis
proved on a real scenario. The first part was creation of FE models of the newly-designed crash barrier.
Afterwards, the crash barrier post was tested using methods of an experimental modal analysis (EMA).
FE models are verified with observed modal characteristics. Such verified models can be subjected to detailed
structure analysis with certain reliability.Project should lead to improve professional public knowledge about
FE models verification using EMA. This should lead to safer, more accurate and profitable design of such

structures.

Keywords:crash barrier post, modal analysis, verification, FE modeling

1. INTRODUCTION

Main purpose of crash barriers is to restrain dokeland protect it from veering off the road. Ryid

crash barriers protect from falling from the briddéne second purpose is to reduce the injuries of
vehicle occupants and other road traffic participaamd to minimize damages of objects. Bridge crash
barriers can be divided into two groups: steelibesrand concrete barriers. Concrete crash barriers
due to their weight are notcommonly used on bridgesrefore only steel crash barriers are discussed
below. The steel bridge crash barrier consistseseral major parts, which are guardrail, distance
spacer, post (column), base plate and anchorinig.béfter all these parts are joined together, the

bridge crash barrier acts upon its purpose.

2. CRASH BARRIERS

Main problem in designing is fact that bridge craslriers, which are installed on public road beisig
in Europe, have to fulfill requirements of the Epean standard EN 1317 [1]. This standard prescribes
full scale test to certify barrier design. To reelube development and testing costs of new crash

barrier design, there can be used numericalanaljstis early evaluation of crash barrier
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behaviourunder vehicle impact. Therefore, the nmam of this project is the creation of verified

numericalmodel of the newly designed bridge craesinidr.

This text deals with a new design of the bridgeslerbarrier post. Commonly used posts are made
from hot rolled or cold-formed profiles. These halisadvantages such as a formation of many parts,
which leads to corrosion sensitivity; other disatege is small variability and small aesthetic

potential.

3. THE TESTED POST

The newly designed post consists of two parallstigblates, which are fillet welded into base @ate
The biggest advantage of this post is that theeenar parts, where the dirt cumulates and whole
construction of crash barrier can be cleaned byepeeflusher. Service life of a bridge crash barrie
increases. This steel plates post has better skzaadbility and can be modified according to aetthe
requirements. Another designer’s effort was to npadst lighter and easy to weld, which means more

economical.

The newly designed crash barrier post was asserableé@ttached into the massive concrete block
by steel bonded anchors. The grout layer was maderuhe base plates. See Fig.1 left

Fig. 1 left: mounted prototype post, right: mesh of FE model

28



Nano and Macro Mechanics 2012 culg of Civil Engineering, CTUin Prague, 2012 ™Beptember

4. FE MODEL

In this part of the project it was important to foem modal analysis of FE model, which can be
compared with the experimental modal analysis. Aenical modal analysis is usually the first step

before solving more complicated dynamic problems.

5. NUMERICAL MODAL ANALYSIS

Modal analysis, or a free vibration analysis, isf@ened to obtain the natural frequencies and mode
shapes of a structure. Modal analysis is a suligbeayeneral equation of motion. In our analybes t
behaviour of a structure is assumed to be linedrtha response to be harmonic. For solving FE
model we assumed linear elastic material behaviemall deflection theory and damping not

included.

Currently, many software products can be used fadeting these posts e.g. ABAQUS, ANSYS,
NASTRAN, etc. ANSYS 13.0-Workbench was chosen nyalidcause the project purpose is to make
a verified FE model which can be in future used donulation of a crash test. ANSYS supports
multifyzical simulations from static structural dlynamic crash. Procedure of verification is based o

comparing modal characteristics of computed moneélraeasured prototype post.
Computation was provided on desktop PC with Intee2 Duo CPU 2.1GHz and 3.00 GB RAM.

The first step was creation of 3D model of protetywmst, see Fig. 1 right. Whole body of the post
is made of steel plates; therefore it had beenarhssrface elements in order to reduce computation
time. This surface 3D model was created by usingidmModeler, which is included in ANSYS
13.0WB. Parts of the post were divided into sulspdd correspond distribution of solved points and
places, where excitation forces were in the restl {Ehis step is necessary for future evaluaticth an
verification FE model. After dividing plates intallssections it was essential to ensure continuity of
mesh across subparts of the same plate to presssdehaviour. It was used tool called Joint in
DesignModeler. Joint contacts allow topology sharbetween subparts including mesh definition.
Same contact was used for modeling of welds. Tlasknof each surface corresponded to the

thicknesses of steel plates.

The next step was defining material properties.oBefolving a modal analysis it is required to
define Young's Modulus, Poisson’s Ratio, and Masnd$ity, because stiffness matrix and mass
matrix was determined from these material propertie this project,material properties were used
from a steel profile table for the steel S355, sag's Modulus is 210GPa, Poisson’s Ratio is 08 an
Mass Density is 7850 kgfn

Thereafter mesh was created and boundary condittre determined. It was used default settings
for mechanical mesh, i.e. elements with hex doreigagpe with mid side nodes and size of elements

was adapted to geometry. Quality of mesh was astjubly definition of Relevance at Relevance
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center, which allows changing fineness of meshy@mie boundary condition was defined at the

place, where the post is bolted to the concretgded fixed support was used.

The solver called Block Lanczos was used for FE ehoflhe Block Lanczos Method uses an
assembled stiffness and mass matrix in additiofad¢toring matrices that are a combination of the
mass and stiffness matrices computed at variotispsdints. Therefore it is the most robust sohas,

it handles small & large models and beam, shedbtid meshes.

6. NUMERICAL SOLUTION

The first 10 computed natural frequencies with abtars of adequate natural modes are bellow.

Visualization of the first four computed modesngrg. 3 (Compared with measured modes).

Tab. 1 Computed natural frequencies and modes

Mode f [HZ] Character of the natural mode
1 50.76 1% bending - weak axis(plates in phase)
2 154.00 1% torsion(plates in antiphase)
3 237.91 15 torsion(plates in phase)
4 251.07 1% bending (plates in phase)- rigid axis + 2™ torsion(plates in antiphase)
5 258.73 2"bending - weak axis (plates in phase)
6 274.96 1% bending (plates in antiphase)
7 338.30 2"torsion (plates in phase)
8 413.41 2" bending (plates in antiphase)
9 431.17 3“bending - weak axis (plates in phase)
10 556.67 3" torsion (plates in antiphase)

7. MEASUREMENT

The measurement was conducted on Jufy2(B12, in an open area of the bridge building shioihe

company OK-BE.

8. TESTING METHOD

The single point testing was chosen for the expamial modal analysis. It is the most straightfodvar
category of the phase separation techniques. Regseation techniques rely upon a mathematical
assumption that the actual responses are formeda dréinear combination of the modes. The forced
responses to a known excitation are measured andie dynamic properties are extracted by means

of mathematical curve fitting techniques.

An impact hammer was used to strike the structurthexdesired excitation points. A very short
sharp excitation pulse was produced — approximasinQirac delta function — which has a flat

spectrum over a wide frequency range. The amouanefgy contained in the impact pulse is small.

9. EXPERIMENT

In Fig. 2 there is visible the mesh of excitatianps and the place where the transducer was kbcate
Miniature DeltaTron TEDS Accelerometer Briel&Kjeeb0¥B005was used, mounted by B&K
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mounting clip and using beeswax. The mesh of ei@itgoints contains 51 points, 8 levels, in each
level 3 points on both main plates, plus 3 extriatsoon the rung plate.

It is important to note, that the reference tramsduocation must not be in a nodal point of
measured natural modes. If the ordinate of a nlatowde in a referencepoint is too small, that redtur
mode and corresponding natural frequency cannoméasured. This is one of the reasons for a
preliminary numerical modal analysis, in order &eiimine optimal referent transducer placement.

Each excited point was struck five times by the astphammer Briel&Kjeer of Type 8206.
Resultant readings were averaged for each pointhwdliminates deficiencies of measurement. Both
signals, the excitation force and the acceleratizgre recorded in the time domain and transformed
using Fast Fourier Transform (FFT) to the frequedognain, and the Frequency Response Function
(FRF) was evaluated from these signals using theatron control station Briel&Kjeer Front-end
3560-B-120 and program PULSE 14.0.

N A

Fig. 2 left: mounted transducer, right: mesh of excitation points

Natural mode shapes were obtained from FRFs usolgn@mial curve fitting method. The
software ME" scope VES 4.0 was used for this metfibé same software tool was used to visualize
mode shapes, comparison of the first four measamddcomputed mode shapes are visible in Fig. 3.
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10. COMPARISON

Matching of measured and computed natural modeeshaps made according to MAC values, which

were obtained using formula(1) from [2] and [3]:

T 2
|{<1>X}COMP ,{¢A*}MEAS|

@x3comp” A@x"Ycomp)({Palmpas’ APa ImEas)

MAC({®x}i , {Pa})) = ( @)

Following comparison of computed and measured abftequencies was made using formula (2)

for frequency difference from [3]:

A(- — f(hcomp—f (jymeas (2)

7 f(ycomp

In tables bellow there are visible compared nativegjuencies, MAC, according to Czech technical
standards - [3]. MAC values near 1.0 refer to primrrespondence of compared natural modes,
while values near 0.0 refer to perfect orthogopakrequency difference values should be in <-15%;
+10%> for {1y and <-(14+§comdf @ycomp; 14+ comdf@ycomp> fOr fo1).

Tab. 2Modal assurance criterion (MAC)

Comp 1 2 3 4 5 6 7 8 9 10
f(j)[HZ]

50.8| 154.0| 237.9] 251.1] 258.7| 275.0] 338.3| 413.4] 431.2| 556.7

52.963] 0.975] 0.002| 0.045| 0.001] 0.007| 0.001] 0.072] 0.001] 0.036, 0.001
168.320 0.037] 0.896] 0.029] 0.066| 0.012| 0.014| 0.035] 0.000] 0.002| 0.018
279.583 0.007| 0.006| 0.007| 0.008] 0.913] 0.035] 0.001] 0.017] 0.09] 0.000
299.92q 0.010{ 0.06] 0.014] 0.336] 0.017] 0.893] 0.025] 0.069] 0.007| 0.008
331.327 0.037| 0.153] 0.527] 0.081] 0.003] 0.079] 0.511] 0.013] 0.008] 0.032
447.349 0.006| 0.001) 0.005{ 0.07] 0.035| 0.251] 0.002] 0.834f 0.078] 0.053
465.169 0.046| 0.001) 0.004| 0.005| 0.208| 0.008| 0.054| 0.021] 0.959] 0.004
596.51 0.002] 0.018] 0.004| 0.008| 0.006| 0.014] 0.032] 0.05| 0.045| 0.733

Meas

0 IN (o (0o |~ (W N |-

Tab. 3Comparison of natural frequencies, pairs matched according MAC

Computed 1 2 3 4 5 6 7 8 9 10
folHz] | 50.8 | 154.0/ 237.9 2511 2587 275.0 338.3 413.4 24BB56.7
Measured 1 2 3 4 5 6 7 8
foHz] | 52.96 | 168.32 279.58| 299.93| 331.33| 447.35| 465.17| 596.52

AG %] | 43 | 93] NA| NA| 81| -91| 21| -82 -79 =
Min[%] | -15 | -17.0| -18.7| -189 -19.1 -194 -20{7 22 -22.5| -25.0
Max[%] | 10 | 17.0| 187 189 191 194 20[7 221 22350
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In Fig. 3belowthere are visible the first four nalumode shapes, comparison of measured and
computed.

IOV ew - 50,8 Mz

519634 Hz 3DView: 154 Hx 168.32 Hz

Amp: 1.0, Dwek 10
Duigh Y7 Perags +10

| [wmeiTho, ower 1o
Dufa): X.Y.7 Persp: +10

3DView: 258.7 Hr

279.583 Hz | | 30View: 275 Hr 299926 Hz

Amp: 1.0, Dwel: 10

T | |Amp: 1.0, Dwelk 10
Dir{g): XY 7 Perso: +10

Dir{g): XY 7 Perso: +10

Fig. 3 Top left: 1% mode, top right: 2™ mode, bottom left: 3" mode, bottom right: 4™ mode

11. CONCLUSION

The verified FE model of the crash barrier post whined using methods of the experimental and
numerical modal analysis. It follows from the comgan that computed and measured natural
frequencies and modes correspond very well. Howewditfle discrepancy is visible, particularly in

vibration to a rigid axis, where the real constiarttbehaves with more rigidity than FE model. This

behaviour is probably caused by insufficient clessnof modelling of contact between the steel base
plate and the concrete ledge.

SGS project will continue next year. First of &k model will be updated in order to improve
correspondence of natural frequencies and modeesh8y parametric study of FE model behaviour
and results sensitivity to changes of edge conditithe model should be made more appropriate. The
base plate connection to the concrete ledge mudtsmibed more aptly.
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Another experiment will be conducted to verify Fledal of whole crash barrier system, i.e. two or
three posts connected together with guardrail adest spacers, anchored with bolts into concrete
ledge. Differences between behaviour of single post whole system will be the main subject of

a following research.
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MODELING OF DETERIORATION PROCESSES OF
CONCRETE STRUCTRURES DUE TO CYCLIC LOADING
AND AGGRESSIVE ENVIRONMENT

Jakub GORINGER?, Marek FOGLAR 2

Abstract: Concreteis used for various kinds of structures which exposed to different types of loading and
aggressive environment. Fatigue is a process oimpeent progressive changes in the structure of @riah
subjected to cyclic loading. Cracks propagation sedi by cyclic loading leads to stiffness reductinarease of
deflections and can cause fatigue failure of thractural element. Aggressive agents which penetirate the
concrete (acids etc.) cause decomposition of tleeastructure of hydrated cement paste, reducingaisesion
with the aggregate and steel reinforcement and rdmute to corrosion. This paper describes currerayw of

modeling of deterioration of concrete structures®ed by cyclic loading and aggressive environment.

Keywords: cyclic loading, aggressive environment, deteriaratof concrete, fatigue of concrete

1. INTRODUCTION

Fatigue is a process of permanent progressive elsanghe structure of a material subjected toicycl
loading. Study of the effect of fatigue on the dhity of concrete structures is a matter of past
decades, as well as for the effect of the aggressnwironment. Agents contained in the aggressive
environment penetrate into the structure of coecastd initiate chemical reactions. These reactions
lead to the reduction of material matrix stiffnesl the structure lifetime reduction due to loeiz
stress increases and cracks development. Vari@hgsand material models are used to describe the
mentioned phenomena. Appropriate steps for reduabio deterioration effects are dependent on

results of these models.

2. DETERIORATION MODELS OF CONCRETE

The deterioration models of concrete may be dividdgd the groups according these criteria —

mathematical nature of model, scale of the modetehfocus, input/output model parameters etc.
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2.1. MATHEMATICAL APPROACH

Models can be divided by their mathematical naagrempirical, semi-empirical, analytical, numerical

and probabilistic. Combinations of these approachesoccur in the advanced models.

Empirical or semi-empirical models are based ogdatata sets obtained by long-term testing or
monitoring of existing structures. Usually these awulti-criteria models limited to a specific cases

They are used especially in standards and recomatiend that can be used in routine design practice.

Analytical models are formed by the system of eiquat resulting from given research. The
mathematical solution is sought for in a closedrfofhis presumption restricts these models to solve
simple or simplified phenomena. It is extremelyfidifit or in some cases even impossible to find

closed-form solution for complex equations.

Numerical modeling is applied in complex tasks hik tproblem is solved by differential
equations. The solution doesn’'t need to be soughinfclosed form as in analytic models. The most
widely used is Finite Element Method (FEM), but ralays due to their many advantages the usage

of the meshless methods is expanding.

Probabilistic models are mostly composed of groopsunctions describing one or more
deterioration processes. The functions are usecValuation of stochastic data sets, which affect

these processes. The solution of mentioned moslelg i failure probability, remaining lifetime etc.

2.2. SCALE OF THE DETERIORATION MODEL

The models could be divided by their dimension inithe structure or in the experiments into macro-
scale, meso-scale and micro-scale models. Accdydlitiie used scales are in the order of meters,

millimeters and even micrometers.

Macro-scale models are applied mainly for analgéithe whole structure with a presumption of

homogeneous material. Their utilization can be ébimthe common design praxis.

Meso-scale models considering heterogeneous nidtetfee calculation; therefore they are used
for analysis of details as well as entire strucu@n contrary to the macro-scale models the meso-

scale models can describe interaction of cemerné paggregate and pores.

Micro-scales models deal with issues on C-S-H galebThey describe behavior of the matrix
under specific loading and exposure conditions,ctvican be further utilized in meso-scale and

macro-scale models.

36



Nano and Macro Mechanics 2012 Rgafl Civil Engineering, CTU in Prague, 2012 "™Beptember

Fig. 1 Models divided by the scale - (a) macro-ecédb) meso-scale, (c) micro-scale

2.3. MODEL FOCUS AND OTHER PARAMETERS

Other possible way to divide models is by the tyfesolved problems. Deterioration models of
concrete deal with the effects of aggressive enwirent, failures caused by cyclic loading, i.e.dad.
Last but not least, there are models which deschibaesidual durability of the structure and its |

cycle.

The models can be divided by the number of usednpeters (single or multi-parametric) and
also by amount of solved phenomena. The optimalcehof the model is crucial for achieving

realistic results and effective calculation times.

3. MODELS FOR FATIGUE BEHAVIOUR

Fatigue is a process of permanent progressive elsanghe structure of a material subjected toicycl
loading. Macro-cracks can cause collapse of thecttral element or even collapse of the entire
structure. The development of cracks is causecdhbyiricreased local stresses on the tips of cracks.
The micro-cracks are present in the material atrecbf concrete from the time of its fabrication

(pores) or they develop during curing of concreteifikage).

&

Fig. 2 Typical stress-strain curve for concrete endyclic loading [3]

Depending on the mentioned facts, material modefs lwe created based on thermodynamic
laws which are able to describe energy developinetfite elements. Other models can be established

based on damage theory with use of damage parametemsorial form in conjunction with fatigue
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damage development [1], [2]. Team of Rueda [3] elas easier way to model fatigue. They proposed
material model with strain-stress dependence raggtd cyclic loading. Such a model can be used in
non-linear analysis softwares. Apparently most sdjgated model was proposed by Maekawa and
colleagues [4]. Their model is based on inclusiboomstitutive model of cracked concrete with uke o

direct pat-integral method of fatigue damage sititheinto the 3D orthogonal space.

An experimental model based on Young's modulus fizadion was proposed by Foglar [5].
The fatigue damage function was developed to gival@e of modulus of elasticity in every particular

moment of cyclic loading.

4. MODELS FOR AGGRESSIVE ENVIRONMENT EFFECTS

Deterioration models for aggressive environmentraainly developed for carbonation, chloride-ion
penetration and ASR reaction. Models describe ietdion of concrete caused by the rise of micro-

cracks due to increase of local tensile stresses.

4.1. CARBONATION

The carbonation decreases alkalinity of concretiéh Wie decreasing pH, the concrete loses itstabili
to protect the reinforcements from corrosion. Tamputational models focus only on the speed of the
reaction itself. From the Fick's"2law of diffusion we can deduce a simple formula darbonation
depth check.

2
%-f:og%f = x=kofk 1)

where @ = concentration of aggressive agents in environnnegynt,

=time in - s (div version), years (simplified s&m),

t
D = diffusion coefficient in s,

X = position,

k = carbonation coefficient in mm/yéar

The advanced models can be created on the baskckt diffusion laws together with

transmission of heat and moisture. Several autfiéisand [7]) propose coupled model of heat
transfer, moisture transfer and carbonation proceswmerically solved by FEM analysis. Also
probability models are used for the modeling oboaation. These models are based on searching of
the safety factor of steel rebar corrosion or mamécised models on Monte Carlo simulations for
service life determining [8]. Duprat and Sellief f#oposed FEM model of carbonation depth further
improved with the probability model solving reliityi index. The solution was found in a form of

guadratic response surface.
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4.2. CHLORIDE-ION PENETRATION

On contrary to the carbonation models, the detatimm models caused by chlorides include both
processes of the transmission of aggressive ageatdhe material structure and the failure of mate
caused by reinforcement corrosion which causesxpsnsion. Due to a nature of process Fick’s laws

of diffusion can be used again.

| corrosion loss

active

increasing .
corrosion

corrosion To

—_— — — T _— — — — cracking of concrete
0 -
. t . t Aty exposure time
local corrosion  neglible local
initiation corrosion

Fig. 3 Corrosion loss—time behavior and simpliflddinear model (bold line) [10]

Melchers et al. [10] included the influence of caie heterogeneity caused by cracks via stress
dependent diffusion coefficient into the deterimmatmodel of concrete by creating probability model
for bearing capacity calculation and for deflectiamaused by rigidity reduction due to reinforcement
loss simulated by probability method Monte Carlomadel dependent o@l" andO, diffusion was
proposed by Takewaka et al. [12]. Cracks influenoe aggressive agents’ penetration rate was
included by their random generation on surface thiuid shortening the distance between exposed
surface and the reinforcement. A failure of thereat occurs when amount of corrosion products
reach the limit value. Shodja and colleagues [¥8ppsed analytical model based on smeared crack

calculations. For solution was used modern meshigsadient reproducing kernel particle method.

4.3. ALKALI-SILICA REACTION (ASR)

Numerical models are used to describe the ASRiogagt concrete structures. Micro-scale models
include transportation processes and are createdynhar better understanding of ASR reaction itsel

The most frequently used are macro-scale modeksdbas two independent procedures (1) modeling
of kinetics of chemical processes and (2) modebhgnechanical concrete failures [11]. Due to
applicable standards which try to limit the ASRateéan inception in structures, models are used

foremost for current structures and especially nadens.

Larive [14] deduced the ASR reaction kinetics impe@®dence on temperature and relative
humidity. With various modifications it can be faum all available chemo-thermo-damage based
models. The biggest differences are found in ampréa model concrete failure process. Dunant uses

damage law [15], Comi [16] uses isotropic concratmlel, Farage [17] works with anisotropic model
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with smeared crack. The approach of Capra [18higue. It uses dependence of crack creation on

probability.

5. MODELS FOR REALIBILITY AND LIFE-CYCLE COST

Accordingly to their usage reliability deteriorationodels can be divided into two types. First type
includes deterioration models which analyze stmectcondition, its failure probability or residual
durability. The second type includes decision medet establishing maintenance plan and structure
repairs. It is also possible to incorporated lijele cost to determine decision efficiency for

established maintenance plan and repairs.

There are many possibilities to choose specific ehéal calculation. Reliability index models
are defined by the difference of resistance of elenand applied load. Models are commonly solved
by First-order reliability method (FORM), Monte Gamethod etc. To incorporate maintenance and
repairs we can use Time-dependent reliability infeX. Failure rate (hazard rate) models indicate
failure probability between time intervals, e.ge finterval between the construction inspectiong. [20
Markov chains present another potential approacimadeling. It is discrete-time stochastic model
composed of particular states. The change probabificurrent state to any other state is dependent

only on current state. In caseMtconditions, change probability resultsNix N transition matrix [21].

6. CONCLUSION

This paper provides a review of the state-of-theedr deterioration modeling of concrete. The
mechanism of deterioration is first outlined andnttmodel approaches for fatigue and aggressive
environment effects are summarized. Models hava daéded by their mathematical approach, scale
and focus depending on solved phenomena. The gapeatd provide an overview of the possibilities

and advantages of usage of mentioned models.
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USE OF ULTRASOUND FOR A HISTORICAL TIMBER
STRUCTURES INVESTIGATION

Hana HASNIKOVA !, Petr KUKLIK 2,

Abstract: Performance of building materials is investigated within construction and technical research. It is
appropriate to use non-destructive testing methods to determine mechanical properties of material, because they
leave almost no remains or damages after testing as the other methods do.Velocity measurement of ultrasound
wave propagation is one of simply used non-destructive methods. The dynamic modulus of elasticity,
asamechanical property determining material quality of timber, is an indirect output of the method.
Preliminary investigation of structural members from the Masaryk Railway Sation in Prague is described in the

paper for illustration.

Keywords: non-destructive testing, ultrasound velocity, modulus of elasticity, timber

1. INTRODUCTION

Many reconstructions of historical buildings andistures have been made recently, so nondestructive
testing became popular for primary investigatidhsloesn’t leave any damages and its outputs bring

results with adequate accuracy.

Ultrasound testing operates with stress wave widlguiency higher than 20 kHz passaging
through the material and itssignificantly lowervatg could detect potential problematic places,hsuc
as cracks or decayed areas. Knowing the bulk deesi#n the modulus of elasticity, i.e. the basic
mechanical property, could be calculated. It isgested that the wave spreads directly between

transducers; the material is modeled as viscoelastjeneral [1].

2. MEASURED QUANTITIES

The measured quantity is the titnénat wave needs to passage through the sampletfamismitter to

receiver. The final speed propagatigr10°’km.s'] iscalculated very simply as

o+ |~
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wherd_[m] is the distance between transducerstfuslis the measured time.

The important mechanical property that characteritee material is dynamic modulus of
elasticity E [x10°GPa]. Dynamic modulus of elasticity could be cadtedl from ultrasound speed

propagatiorc and bulk density [kg.m?] of the material, see equati¢®) below. [2]
E=c?p 2

For quick determination of bulk densjpon site according to th@) have been used dimensions
of an individual structural member to calculatevitdumeV [m® and removable balance to measure
its weightm [kg]. Also, the temperatufle[°C] and humidity of the timber [%] have been measured

for further detailed investigation.

3)

i)
I
<|

3. EXPERIMENTAL WORK

The experiments took place on site in June 201lewfeiconstruction of the hall of the Masaryk
Railway Station. The task was to assess the quallithe original material, so that it could be used

again in a new structure.

4. MATERIAL SPECIFICATION OF TIMBER

Timber is an organic material whose properties imfeuenced by a tree growth. Material is
heterogenic, e.g. there are places with higherl |deasity in the wood, and anisotropic; kind of
orthotropic behavior is caused by annul rings. Tembsed for the hall structure of Masaryk Railway
Station was spruces and firs; eachbeam has beea fmead appropriately chosen tree, especially the

bigger ones with atypical dimensions. The agerobér was about 70 years and higher.

5. THE BUILDING OF THE MASARYK RAILWAY STATION IN PRAG UE

The railway station has been planned as a terratatibn of line Prague — Olomouc at the beginning;
the building of the Masaryk Railway Station wasigesd by architect Antonin Jingling and was built
in 1844-1845. It has enlarged few times duringlifes the most considerable change comes from
1940’s and also from 1980’s, when Prague undergravars constructed. At the end of 20th century

there was a reconstruction that tried to bring liaekoriginal look.

The last reconstruction of the central part of bodding was made in 2011. Controllers from
National Heritage Institute would like to presethe original structural members of the roof, sa tha
the investigation with non-destructive devices Ibasn made. It took place in a hall between analrriv
part and a departure part; the cast iron colummgedatimber beams with glass covering. Beams

chosen by controllers and contractor have beerstigaged in-situ.
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6. USED DEVICE AND TEST SET UF

The ultrasound wave velocitwas measured in longitudindirection along the axis the beam.
French device Sylvatest was used for testing. mhpmses cacontrol box, two conical transduce
(transmitting one and receiving one) especiallyigiesi for timber ara probe for humidit
measurement. Frequencyedsfor testing was 22 kHz. Test composition is destrated orFig.1.
Contact between transducers and the material igeth®y special shape, so that they go directly

the mass of timber fibres.

The specimen dimensions were generally mm x 230 mm x 4006hm; distance betwee
transducers was 3000m. The angle, which is contained by transducer surface othe sample,
should be about 45The balance was used as a support at the end beam;therefore theegistered

valuewaghe half of the total weight of the bes

Fig. 1 lllustration picture of typical set up of Sylvatest measurement with a detail of a conical
transducer

7. CONCLUSION

Preliminary assessment of timber structural membe&s based on modulus of elasticity calcul:

according to(3). All in-situ measured quantities and following steps a@vehir Tab. 1 below.
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Staticmodulus of elasticity is about 90 % of dynamiodulus [3], evidently final values correspond to

timber of low quality that could not fulfill striciequirements for today’s structures.

Tab. 1 Measured and calculated quantities for timber investigation

Dimensions SYLVATEST
Structural E
b h I L T w t 0.5*m p c
member . [GPa]
[mm] | [mm] | [mm] | [m] | [°C] | [%] | [ps] | [kg] | [kg/m?] | [km/s]

VK-1-3-P | 98.3| 232.0/ 3820 3.0p 260 134 583 16.54(B79.6 563 | 12.0
VK-4-6 147.3| 240.0f 3820/ 3.00 270 14/1 531 19.62090.2 5.65 9.3
VK-9-6 100.0| 229.7| 3820, 3.00 270 180 542 17.88007.@¢ 554 | 125
VK-12-6 | 103.7| 233.3| 3820 3.00 30/0 17.0 562 16.63®60.0 5.34 | 10.3
VK-15-5 | 103.0| 235.3| 4310, 4.00 270 135 713 16.80®21.7 5.61| 10.1
VK-19-6 97.7| 233.3] 3820, 3.00 280 180 548 16.27073.8 547 | 11.2
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ACCELERATED ALGORITHM FOR RECONSTRUCTION OF
RANDOM HETEROGENEOUS MATERIALS

Jan HAVELKA', Jan SYKORA?,
Anna KUCEROVA?

Abstract: The suitable statistical descriptor suitable for the description of phase continuity in the microstructure
is lineal path function. Due to its computational cost, it is necessary to accelerate evaluation procedure using
graphics processing units (GPU). Our goal is to present accelerated algorithm of the lineal path evaluation and

its utilization in the reconstruction procedure of random heterogeneous materials.

Keywords: Lineal path function, homogenization, statistically equivalent periodic unit cell, graphics processing

unit.

1. INTRODUCTION

This contribution is focused on the reconstruction of random heterogeneous two-phase microstructure,
namely spongeous bone (Fig. 1). When dealing complex random microstructures, the unit cell repre-
senting exactly periodic morphology needs to be replaced by a statistically equivalent periodic unit cell
(SEPUC) preserving the important material properties in the statistical manner, for more details see [1].

One of the statistical descriptors suitable for SEPUC definition is the lineal path function.

Fig. 1 Trabecular bone microstructure obtained by micro computed tomography [2]
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2. METHODOLOGY

The reconstruction framework basically consists of following steps. :

e The first step is the mathematical description of the original microstructure using statistical de-
scriptor. There are plenty of them, like n-point probability, surface correlation, chord-length den-
sity, lineal-path or percolation and cluster functions. Since there is certain connection between
the studied microstructure and physical properties, one should take considerable attention to the
choice of statistical descriptor. Because of significant phase connectedness of trabecular bone (see
Fig. 2a), lineal path function was chosen as proper statistical descriptor. It is a low-order descrip-
tor based on a more complex fundamental function able to capture certain information about the
phase structure. Its main disadvantage is the computational cost. The evaluation of the lineal
path function is based on construction of segments, which are defined as a set of pixels within
the digital image. The sets of pixels for segments are obtained by algorithm given in [3]. The
group of segments is complemented by covering all possible lengths and orientations. Once hav-
ing the defined segments, the computation of lineal path function involve simple translations of
each segment throughout the image and the comparison whether all pixels of the segment at a

given position correspond to image pixels with the value representing the investigated phase.

(@ (b)

Fig. 2 a) Initial microstructure, b) Fragmented microstructure [4]

e The next step is a reconstruction of random heterogeneous media utilizing optimization algorithm.
We focused our attention on the simulated re-annealing algorithm, which can overcome the local
extremes by acceptance a worse solution with certain probability. The crucial point in the op-
timization procedure is evaluation of lineal path function in each step of algorithm and thus the
using of accelerated computation of statistical descriptor is inevitable. (Fig. 3) shows the basic
behavior of the simulated re-annealing algorithm, the blue line corresponds to the admitted error,
the green line is the lowest error and the red line is a temperature, which in some sense represents

a probability of accepted solution with higher error.
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Fig. 3 Numerical result of simulated re-annealing function [4]

2.1. IMPLEMENTATION AND OPTIMIZATION

The algorithmic structure of sequential code for evaluation of lineal path function is shown in (Fig. 4).
This version of lineal path function was firstly optimized in C language and used as a benchmark function

for parallel version.

1 Generate Segments(); Serial code CPU

2 for( 1=0; i < nseqg; i++ ){
_—
3 for( j=0; Jj < npix; J++ ){ Serial code CPU

4 Is Inside();

Fig. 4 Serial code structure [5]

As was mentioned before, the computation of statistical description in optimization algorithm is
very time consuming procedure. Therefore, we present the reformulation of the sequential C code for
evaluation of the lineal path function into the parallel C code with Compute Unified Device Architecture
(CUDA) extensions enabling the usage of computational potential of the NVIDIA graphics processing
unit (GPU), see Fig. 5.
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1 Generate Segments(); Serial code CPU %

3 for( i1=0; 1 < nseg; i++ ){
Parallel code | GPU
4 // Parallel kernel

5 Is Inside<<<>>>(nseq,npix);

Fig. 5 Paralel code structure [5]

Another step in acceleration of overall computational time was done by the overclocking of the
hardware units. The linear dependency between the clock of graphics processing units core and compu-

tational time was observed.

2.2. RESULTS

The most effort was devoted to acceleration of the target function. Fig. 6 shows the time consumption

of sequential and parallel version of lineal path function.

500

—CPU comput ation
—GPU computation

400"

%300

L

;% 200¢

100~

0 200 400 600 800

image resolution [px]

Fig. 6 Numerical results for given sizes of images [4]
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Standard Enhanced
D/ML [px]/[px] GPU [s] CPU [s] ratio D/ML [px]/[px] GPU [s] CPU [s] ratio Overall
speedup
50/50 0.179 0.328 1.83x 50/50 0.156 0.265 1.69x 2.10x
100/100 1.075 4.617 4.29x 100/100 0.722 2.371 3.28x 6.39x
150/150 3.957 21.653 5.47x 150/150 1.954 8.018 4.10x 11.08x
200/200 10.209 66.425 6.51x 200/200 3.621 14.742 4.07x 18.34x
2507250 22276 169.245 7.59x 250/250 6.427 27.612 4.29x 26.33x
300/300 43.429 357.022 8.22x 300/250 8.413 42.338 5.03x 42.44x
350/350 76.644 649.195 8.47x 350/250 10.909 63.304 5.80x 59.51x
400/400 127.841 1127.897 8.82x 400/250 13.481 84.287 6.25x 83.67x
450/450 209.693 1821.911 8.69x 450/250 18.608 122.569 6.59x 97.91x
500/500 315.951 2846.712 9.01x 500/250 21.145 139.698 6.61x 134.64x

Tab. 1 Numerical results (D=Dimension, ML=maximum segment length) [4]

Hardware:
Processor: Intel Core i7 950 @ 3,07GHz
GPU 1: NVIDIA GeForce 210
GPU 2: computation: NVIDIA Quadro 4000 @ 650Mhz
Operating memory: 12GB DDR3 1600MHz CL9
Hard drive: OCZ RevoDrive 80GB
Motherboard: Asus Sabertooth x58
Operating system: Microsoft Windows 7, 64bit
CUDA version: 4.0
ParalelNsight version: 1.2

The final image is displayed in the following figure. The obtained difference between original
and reconstructed lineal path function was about 0,62%. the reconstruction of random heterogeneous

material lasted 3 days and consisted of 2,5 million steps.

€ NN
E
e |

(a) (b)

Fig. 7 Trabecular bone reconstruction: (a) Reference medium; (b) Final reconstruction [4]
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3. CONCLUSION

The whole problem was firstly solved on the level of microstructure description and its sequential ver-
sion was written in C++ language. After several optimization steps, the code was rewritten to parallel
version using CUDA C language. After achievement of desired speed-up, the accelerated algorithm was
implemented into a simulated re-annealing framework. The final version works flawlessly for images up
to 100x100 pixels with our hardware configuration. A single computations of the lineal path function

can be done for images up to 500x500 pixels, without any hardware limitations of GPU QUADRO 4000.
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MODELING OF NONLINEAR MOISTURE TRANSPORT IN
CONCRETE

Petr HAVLASEK ! Milan JIRASEK 2

Abstract: Modeling of moisture transport in cementitious materiads Imany applications, ranging from predic-
tions of shrinkage and creep of concrete to durability ofenials and structures or health issues. A material model
based on the approach of BaZzant and Najjar [1] has been imefeed and it has been found that the numerical
results presented in [1] cannot be obtained with the valuegazameters given in that paper. In this contribu-
tion, optimal values of the material parameters are recomaeel and the model is applied to other experiments

reported in the literature. Attention is also paid to the urghce of the boundary condition.

Keywords. concrete, moisture, diffusion, transport, modeling

1. INTRODUCTION

Modeling of moisture transport in cementitious materias many applications, ranging from predic-

tions of shrinkage and creep of concrete to durability ofariats and structures or health issues.

In the last five decades, many models for simulation of nealirmoisture diffusion have been
developed, see e.g. [2]. One of the most frequently used Imag@es proposed by BaZzant and Najjar [1]
forty years ago. This model provides quite accurate priedistof time development of moisture in con-
crete structures while its formulation remains simple @ytofor engineering practice. For these reasons
the model has been recommended in a prestandard documéseg3fection 5.1.12.2.1 - Diffusion of

water).

The material model based on the approach of BaZzant and Nejmbeen implemented by the
present authors into the MATLAB environment for 1D diffusiand into the finite element package
OOFEM [4] for more general problems. It has been found thatrttmerical results presented not
only by Bazant and Najjar [1], but also by Kim and Lee [5] (wheed the same model) cannot be
obtained with the published values of parameters. Sectipregents numerical results obtained with
the 1) recommended parameters, 2) parameters accordifg@1® Model Code [3], and 3) optimized

parameters.
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2. MODEL FOR NONLINEAR MOISTURE DIFFUSION IN CONCRETE

2.1. DIFFERENTIAL EQUATION

The presented material model results from the combinatidtw® equations. The first one is the mass

conservation equation
ow
ot
wherew is the moisture content [kg/th ¢ stands for time [s]V- is the divergence operator ards the

=-Vv.-J 1)

mass flux [kg/m-s] (mass of water passing through a unit area in unit timeg Sgcond equation
J = —c(p,T)Vep 2

relates the flux/ to the gradient of a potential, which is in this case the petative humidityy [-].
In this equationV is the gradient operator ands a temperature- and humidity-dependent coefficient
called permeability [kg/ns]. Combining these two equations one gets

ow

?ﬁ-=:V7-0iw773‘7w) 3)

Assuming that the desorption isotherm has a constant stope]w /d [kg/m?] (often called “moisture

capacity”), equation (3) can be modified to

%=V (1)) @

whereC' = c/k is the diffusivity [n¥/s]. For concrete and other cementitious materials thergece

of diffusivity on relative humidity is highly nonlinear. Aording to [1] it can be approximated by

(®)

where(C is the diffusivity at full saturation [f/s], ¢. is the relative pore humidity at whiafi(¢.) =
0.5C;. Parametety, expresses the ratio of the minimum and maximum diffusi¢itp)/C, andn is a

constant exponent.

The fib Model Code 2010 provides default values of parameteys= 0.05, o, = 0.8, n = 15.
The maximum diffusivity can be estimated from
1078
fem — 8
wheref,,, is the mean compressive stress [MPa] éhds in [m?/s].

o)) (6)

2.2. BOUNDARY CONDITIONS

The Dirichlet boundary condition, prescribing the valueeofironmental relative humidity,,,, on the
surface, is not very realistic. Reference [1] recommendsitbto all exposed (drying) surfaces the so-
called “equivalent surface thickness” of 0.75 mm. This stl@orrectly capture the effect of additional

diffusion resistance of the surface.
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Another approach used e.g. in [6] postulates a mixed boyrwdendition relating the moisture flux

on the boundary to the difference between the relative hityrod the boundary and in the environment,

j/k: = f : (henv - @boundary) (7)

wheref is the surface factor [m/s] (0.75 - 7.5 mm/day according i [6

3. EXPERIMENTAL DATA AND RESULTS FROM LITERATURE

3.1. BAZANT AND NAJJAR

Two sets of experimental data (originally published in [Afld8]) related to 1-D diffusion were taken
from [1]. In Fig. 1 dots denote experimentally measured ddéshed lines correspond to the best fit
with the linear theory (constant diffusivity) and the rdéswubtained with the proposed model are drawn

using solid lines.

== = LZ:C days
N
08 o \
AT \
x %TOGGys \
08 == —e —
o lon= .10 Hen= 35 Hen=.50 1= N
) = N ~ 04 | [~ L \\'
L S ISP . T SN
. ~< \\4 0.6 months. &\ \ ) month \\ ;i\rmn"ﬁ | ~ \1
N N . /_[ NS \WE=S T 50 days
\ N M~ PYSRY ey N | —
o8 M — AN ~ = <
Ay — — = o | =57 .
N
o NN U NT N e VAR
N \\ | ] \1/ A} T 130days N N
27menths \ 37months |\ 8month \ \ ol P I < | 18
06 . . \ b3 S AN '
\ \ \ 8 N &
05 L\ \ T | k
! L A \
(o] 1/3 2/3 10 /3 2/3 1o 1/3 2/3 1 [o] 0.2 0.4 06 0.8 [Xe]
x/L x/L x/L x/L
(@) (b)

Fig. 1 Distribution of the relative humidity in (a) three fiifent drying specimens 6 in. (125.4 mm) thick
exposed ta.,, = 0.1, 0.35 and 0.5; (original Fig. 7 from [1], experimentalt@darom [8]); (b) in one
drying specimen 12 in. (304.8 mm) thiék,,, = 0.1 (original Fig. 8 from [1], experimental data from

[7])

3.2. NILSSON

Reference [9] contains four data sets of measured relatis@dity in drying specimens. In the experi-
ment, prismatic specimens with four sealed sides (alumiseating) were used. The effective thickness
of the specimens (i.e. the distance between the oppositegdsyrfaces) was 160 mm. Before drying
at he,, = 40% all specimens were cured under sealed conditions. The skirdf experimental data
exhibits a non-monotonous behavior (see Fig. 2c) and thehfaane used concrete with a very high
water-to-cement ratio, hence only the first two sets are imsttte present simulations (Fig. 2a, b). Un-
fortunately no information of the concrete strength is kalde, therefore it is not possible to determine

the maximum diffusivity according to (6).
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Fig. 2 Measured relative humidity in concrete specimenk witc ratio 0.6, cement content 325 kg/m
cured (a) 28 days, (b) 3 days, and (c) w/c 0.4, cement confhkg/n?, cured 3 days; original Fig. 9.5
in [9]

3.3. KIM AND LEE

In [5], drying was studied on prismatic specimens with @lesi sealed except one; the effective thickness
was 400 mm. Concretes of three compositions were used irtdkg. sThe first composition (L) had
w/c = 0.68 and 28-day compressive strengith= 22 MPa, the second one (M) w/c = 0.4 afid=

53 MPa, and the last one (H) w/c = 0.28 afid= 76 MPa. The specimens were demolded after the
first day and were water-cured until the beginning of the @rpent, i.e. until the age of 3 or 28 days.
During drying the relative humidity of the environment waspeox. 50%. Only the concrete of the
first composition (L) (Fig. 3) is used in the study. Modelingdoying of the other two would be too
inaccurate due to a high drop of relative humidity causeddifydesiccation. In order to compensate
for the (measured) drop in relative humidity due to selfickeegtion the authors of [5] used a somewhat
incorrect procedure to recover the measured data of drygagimens. This was done simply by adding
the difference between drying and self-desiccation to tteadly measured data. This procedure leads

to a considerable change (increase) of the gradient ofwelatimidity near the drying surface.

4. NUMERICAL SIMULATIONS

The problem has been solved in the MATLAB environment usirgglivp4c solver. In order to find the
best combination of parameters of formula (5) to match theamentally measured data, the problem
has been solved for all reasonable combinations of parasnatel the error (sum of squares) of the

solution has been assessed.

4.1. BAZANT AND NAJJAR

First, the recommended values of parameters from [1] haga heed to check the difference between
the original solution (Figures 7 and 8 in [1], see Fig. 1) drarew solution (solid red lines in Figs. 4 and
5a). These values of parameters are listed in Tab. 1 in calateled BaZzant. For the first case (Fig. 1a

and Fig. 4), these solutions differ, but not as dramaticadlfor the second case (Fig. 1b and Fig. 5a).
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Fig. 3 Measured relative humidity in specified depths fronfame of drying specimens and relative
humidity drop due to self-desiccation for (a) L cured 3 ddlgsL cured 28 days and (c) measured water

mass loss per unit drying surface; pictures taken from [5]

For the first case the overall error seems to be even smadigiitithe original paper. The recommended
set of parameters for the second case does not give a gocehagrewith the experimental data—the
diffusivity is too low. The optimal solutions are drawn ing-i4 and 5a in green (Dirichlet b.c.) and
blue (mixed b.c.) lines. The corresponding sets of parammeate listed in Tab. 1. Comparing the newly
found parameters with the old ones, the biggest differeade the value of the maximum diffusivity

C1, which almost doubled in the first case and increased fivestiméhe second case.

Tab. 1 Recommended [1] and optimized parameters relatedgo4-(columns 2-4) and to Fig. 5

(columns 5-7)

parameter / variant BaZant| Dirichlet b.c. | mixed b.c.| BaZant| Dirichlet b.c. | mixed b.c.
ag [-] 0.05 0.05 0.05 0.05 0.05 0.1
e [-] 0.75 0.8 0.75 0.75 0.8 0.8
n[-] 16 16 16 16 10 10
C1 [mm?/day] 38.2 60 70 18.7 90 100
f [mm/day] - - 1 - - 0.5

Figure 5b shows the time evolution of the relative water fosthe best (red) and 49 next best com-
binations (black). For these combinations the differeretevben the experimental data and the solution
is almost the same, however, the sets of parameters diffsiderably, see Fig. 5¢. The optimized range
of parameters (50 best combinations of approx. 1500) resyiite wide (original:ag = 0.05 — 0.5,
pe=06—-09,n=10—-16,C; =15—-90 mm2/day; optimized:ag = 0.05 — 0.1, . = 0.7 — 0.8,

n =10 — 16, C; = 40 — 90 mn¥/day).
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Fig. 5 (a) Fit of data from Bazant’s Fig. 8: distribution of legive humidity over the cross section at
specified times (and at 1000 days of drying), (b) computedtomei loss expressed as a fraction of the
total loss, and (c) diffusivity functions for the best 50 bimations (the thicker the line, the smaller the

error)

4.2. NILSSON

The best fits of Nilsson’s data are shown in Fig. 6. The redativumidity is captured correctly even in
the core of the specimen at early ages. This has been madblpdssthe initial condition reflecting
the drop of relative humidity due to self-desiccation. TdH# first experimental data set the following
parameters have been usedj = 0.4, . = 0.9, n = 20, C; = 6 mn?/day (Dirichlet b.c.) and
ag = 0.3, p. = 0.6, n = 16, C; = 3 mn?/day, f =
experimental data has been best fit with = 0.3, . = 0.7, n = 6, C; = 5 mm?/day (Drichlet
b.c.) andag = 0.3, ¢. = 0.7, n = 10, C; = 6 mm?/day, f = 1 mm/day (mixed b.c.). It is clear

5 mm/day (mixed b.c.). The second set of

that these values differ considerably from those in Tabhé& Malues of maximum diffusivity are about

10x to 30x smaller. Also, the diffusivity functions do not exhibit agmounced difference between
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Fig. 6 Fit of Nilsson’s data at specified times and at 500 an@Q.@ays of drying

low and high humidity (the minimum diffusivity is 30% or 40% the maximum value, instead of the

recommended value of 5% or 10%).

4.3. KIM AND LEE

Neither the parameters recommended by fib MC 2010 nor themeaess from [5] give a satisfactory
agreement with the experimental data; see Fig. 7a and Fign8aese figures the difference between
the calculated profiles of relative humidity is almost ineh&ble, because these two sets of parameters
share all values except maximum diffusivity, which differs very slightly (see Tabs. 2 and 3). Keeping
all parameters except; fixed to their values recommended by fib, it has been foundvihlaes of

C1 = 64 mm?/day (see solid lines Fig. 7b) and 83 riaiay (see solid lines Fig. 8b) give the smallest
error. However, the agreement with the experimental dateoisdeemed to be good, especially for
the data points near surface. Dashed lines in Fig. 7b showdhgion which has been obtained by

optimizing all the parameters.

Definitely the best fit has been obtained with mixed boundandiions (and not with Dirichlet
b.c. as in previous cases), see Figs. 7c and 8c. The setfedéisn has been treated in two different
ways: it has been reflected either by the initial conditiothat beginning of the simulation, or by a
slightly more complicated procedure applied during whamputation. This procedure consists of the
following steps: 1) fitting the time evolution of self-des@tion with a power function (in both cases:
0.035(1 — exp(—0.05t295))); 2) evaluating the increment of this function in every tistep and then
subtracting it from the computed solution. Such a procedunet perfect (the same value is subtracted
from all points of the cross section, independently of thei@aelative humidity), but it should be more

realistic than the method used in [5].

The development of shrinkage and its final magnitude is glastated to the time evolution of

water loss and to the total content of evaporable water. €fber, to guarantee a realistic prediction of

59



Nano and Macro Mechanics 2012

Faculty of Civil Engineer®§U in Prague, 2012, 20Septemeber

0.9

0.8

relative humidity [-]

0.6

I
il . 9 days
21 days
32 days
47 days
70 days
88 days
123 days
164 days
207 da\ils

0.7

relative humidity [-]

0.6

»b>e o mOX X +

9 days
21 days
32 days
47 days
70 days
88 days

123 days

164 days

207 da\ils

»b>e o mOX X +

0.5

0.5

0 50 100

150

200 0

depth from surface [mm]

(@)

50 100

150 200

depth from surface [mm]

(b)

relative humidity [-]

9 days

0.7

21 days
32 days
47 days
70 days

0.6

88 days
123 days
164 days
207 dalys

»>e O mO X X +

0.5
0 50

100 150

depth from surface [mm]

()

200

Fig. 7 Evolution of relative humidity in time (Kim-Lee, “L'turing time 28 days) (a) Dirichlet b.c.;
solid lines: parameters from [5]; dashed lines: parametaczording to fib; (b) Dirichlet b.c.; solid
lines: optimized value of', other parameters according to fib; dashed lines: best fif;njexed b.c.;

desiccation reflected by initial condition (solid lines)loy a function (dashed lines)

Tab. 2 Kim-Lee, “L”, curing time 28 days, variants relatedfm. 7

parameter / variant (a) solid | (a) dashed (b) solid | (b) dashed| (c) solid | (c) dashed
ao [ 0.05 0.05 0.05 0.2 0.05 0.1
oe [-] 0.8 0.8 0.8 0.8 0.6 0.6
n[] 15 15 15 20 16 16
C; [mm?/day] 62.88 61.71 64 55 75 75
f [mm/day] - - - 0.5 0.5

Tab. 3 Kim-Lee, “L”, curing time 3 days, variants related t@F8

parameter / variant (a) solid | (a) dashed (b) | (c)
ao [ 0.05 0.05 | 0.05| 0.05

oe [] 0.8 0.8 0.8 | 05

n [ 15 15 15 | 14

C; [mm?/day] 63.6 61.71 83 | 55
f [mm/day] - - - 1
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Fig. 8 Evolution of relative humidity in time (Kim-Lee, “L&uring time 3 days) (a) Dirichlet b.c.; solid
lines: values from [5], dashed lines: values according tg ¢l Dirichlet b.c.; optimized value of;

with other parameters according to fib; (c) mixed b.c.; deaton described by a function

shrinkage, it is vital to be able to accurately simulate theetbpment of moisture loss. The moisture
loss can be computed either by time integration of the madiux at the boundary or by subtracting
total moisture content at given time from its initial valuelge onset of drying. Fig. 9 shows the experi-
mentally measured data and the computed water loss for sawviepsly mentioned cases. Note that the
slope of the desorption isotherm is assumed to be constau) & 100 kg/m. This value works only

as a scalar multiplier, while the computed shapes remaisdhee. Fig. 9a shows that a more accurate
development of water loss has been obtained with Dirichdetnldary conditions and that the shape of
the moisture loss curve computed using the mixed boundargitions is initially too flat and in the
main phase of drying too steep. For the shorter curing pahiecexperimental data are far from any

computed solution (see Fig. 9b).
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Fig. 9 Time evolution of water loss per square meter of dngngace, assumed slope of desorption

isotherm is the same for all data series: 100 k&y/im-Lee, “L”, curing time (a) 28 days, (b) 3 days
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5. CONCLUSIONS

The material model based on [1] has been successfully imgriged in the MATLAB environment and
into the FE package OOFEM. It has been found that values @npaters published in the original
papers [1] and [5] give different results from those puldishThe recommendation of parameters in [3]
is too simplistic and gives a poor agreement with experiglentasurements. The model proposed in
[1] is almost insensitive to the specific choice of some patans, namely to the exponent The best
agreement with experimental data has been obtained wheg tii& mixed boundary conditions instead
of the Dirichlet b.c.. The assumption of a linear isotherngimibe sufficient when modeling the time
development of relative humidity in the specimen, but itse¢hat it is necessary to use a more general

model when the moisture loss is of interest, too.
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AUTOGENOUS SHRINKAGE OF ALKALI ACTIVATED
MATERIALS

Petr HLAVACEK, Vit SMILAUER?,
Jifi LITOS?

Abstract: Autogenous shrinkage of alkali activated fly ashes was measured on various compositions on the level
of paste. Mixing fly ash with alkalies and/or ordinary Portland cement (OPC) creates a new binder with improved
durability and strength compared to the traditional OPC. The shrinkage of this new material is not well known and
was not sufficiently measured before. Two different mixes with high application potential for the civil engineering

were investigated. The results were compared with the autogenous shrinkage of the OPC paste.

Keywords: autogenous shrinkage, alkali-activation, fly-ash, cement

1. INTRODUCTION

The main objective of this work is to determine the unknown autogenous shrinkage of the paste prepared
from alkali activated fly ash (AAFA). Two different methods of alkali activation were testified and the

results were compared with the autogenous shrinkage of ordinary Portland cement paste.

The world annual production of fly ashes (FA) is estimated to be 600 million tons [1]. The current
production of FA in the Czech Republic is about 6 million tons per year [2] (the thermal power plants
release about 80 g of FA per production of 1 MWh of electric power). It is estimated that only 20-
30% of FA is secondarily used, the rest is stored on landfills/lagoons which present due to the risk
of air and ground water pollution the biggest ecological problem in the Czech Republic nowadays.
Due to those facts a suitable utilization of FA is searched. Previous research testified that fly ash can
enter the process of alkali-activation. Alkali activated materials show excellent performance in acid
resistance, fire resistance, low drying shrinkage, low calcium content, improved durability, no alkali-
silica reaction, freeze/thaw performance or lower creep induced by mechanical load, when compared
to ordinary concrete [3]. On the other hand the autogenous shrinkage presenting a crucial factor for

practical usability of AAFA is not sufficiently described yet.
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Fig. I Left computer controlled climatic chamber, right bellow equipped with laser sensor for autogenous

shrinkage determination.

2. MATERIALS AND METHODS

The fly ash class F from Opatovice brown coal power station (FA) (Blaine 210 m?/kg) and ordinary
Portland cement CEM I 42.5 R from Mokr4 cement works (OPC) (Blaine 357 m?/kg), both the Czech
Republic, were used as the source material for alkali activation. The chemical compositions are given in

the Table 1. Two different methods of fly ash activation were utilized in the experiments:

Tab. I Chemical composition of fly ash and cement (wt %).

SiOQ A1203 F6203 CaO KQO TiOQ

Fly ash 519 328 6.3 27 212 1.89

OPC425R | 1898 5.04 346  65.63 1.11 0.27

e Mix 1: Pure fly ash activation using NaOH and sodium water glass, the NaOH is dissolved in

water, intermixed with sodium water glass and the solution is mixed with fly ash.

e Mix 2: Alkali activation of mix of 80% of FA and 20% of OPC using NayCOs, the dry substances
are intermixed together firstly (FA + OPC + NapCOs) and water is added subsequently.

The composition of both mixes is given in the Table 2. The machine stirring took 4 minutes, the sub-
sequent casting to the bellows (Figure 1 right) and vibrating took additional 4 minutes. The bellows
were covered by foil to avoid water evaporation, equipped with dilatometers and given to the climatic

chamber (Figure 1 left) at ambient 25 °C. Three specimens of each mix were produced and testified.
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Tab. 2 Composition of paste mixes used in the experiments, mass needed to fill up three bellows (approx-

imately 0.5 liter each).

OPC FA water/binder NaOH NaCOs water glass glenium ACE 40

Mix1| - 1200¢g 0.35 84 g - 463 g 12¢

Mix2 | 224g 8% g 0.35 - 56 ¢ - 9¢g

The autogenous shrinkage of a cement paste is defined as the macroscopic volume change with
avoided moisture transfer from/to the specimen [4]. The autogenous shrinkage was calculated from the
measured length changes of the bellows filled up with the fly ash paste. The length of bellows was
measured each 5 minutes during hardening of the paste. The autogenous shrinkage R in the time step ¢,

was determined as

l(tO) - l(tn)
I(to)

where [(ty) is the initial length of the specimen and [(#,,) is the length at given time step.

R(t,) = (1)

3. RESULTS AND DISCUSSION

The shrinkage evolution of AAFA paste during hardening with assumed final setting time is depicted in
Figure 2 left. The shrinkage in the first hours before final set occurs is related to a plastic shrinkage. The
material is still fresh (plastic) and the skeleton is under formation thus no stress is caused by early age
shrinkage. The measured shrinkage after 32 days reads 8.1 mm/m for the Mix 1 (FA + NaOH + sodium
water glass) and 2.7 mm/m for the Mix 2 (80% FA + 20% OPC + NayCO3). According to Neville and
Brooks, 1987 [5], the autogenous shrinkage of OPC paste after 10 hours of hydration reads about 6.2

mm/m.
§ 10 1 OPC, data from Neville and Brooks, 1987 [5] E 7 A
paste
€ FA + NaOH + waterglass e | .
£ 8 FA + OPC + Na,CO,  Final set E 61 mortar 1:3 w/c 0.5
o ) o 54 77T concrete 360 kg/m
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(xU 6 g T
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Fig. 2 Left: Measured autogenous shrinkage of two different mixes of AAFA compared with autogenous
shrinkage of OPC - data from Neville and Brooks, 1987 [5]. Right: Autogenous shrinkage of OPC

based paste, mortar and concrete, data from Neville and Brooks, 1987 [5].
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Comparing the AAFA paste with OPC paste the AAFA Mix 2 exhibits even smaller autogenous
shrinkage than a half value of the OPC, see Figure 2 left. The Figure 2 right shows the reduction of
autogenous shrinkage with addition of sand and aggregates [5]. All those results confirm the potential

of AAFA to be used as construction material in civil engineering.

4. CONCLUSION

The measured values of autogenous shrinkage of AAFA confirmed the high application potential of this
new material in the civil engineering. Two different mixes were investigated. The mix of FA + NaOH
+ sodium water glass exhibits little bigger autogenous shrinkage compared to the OPC but the mix of
80% FA + 20% OPC + NayCO3 showed even smaller autogenous shrinkage than OPC. The biggest
advantage of the second composition is the presence of dry activator, similar to OPC. The FA and dry
activator could be intermixed previously and only water need to be added subsequently, as in the case
of OPC. The another big benefit is significant reduction of price of the AAFA in case of water glass

exclusion.

All the results confirmed the AAFA, especially the mix with NayCOj3, as a practically usable
material. A similar composition to this mix is already standardized in the Ukraine as an "Alkaline

cement" [6].

The long-term mechanical properties, chemical- and fire-resistance and workability in a large

volume will be testified in the future work.
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NUMERICAL ANALYSIS OF THE MICROSTRUCTURE OF
CEMENT PASTES

Michal HLOBIL', Vit SMILAUER?

Abstract: This paper presents the results of numerical modelling of mechanical properties of cement pastes based
on images of their microstructure. 3D images of paste specimens for different w/c ratios were generated using x-ray
microtomography and these images were then sliced to obtain 2D images of suitable resolution. Each 2D image
was cropped to a RVE size and thresholded to identify main phases (unhydrated clinker grains, hydration products
and pores). A finite element mesh was created on each cropped image, each phase was assigned a material model
and computed using OOFEM. The overall mechanical behaviour was observed and stress-strain diagrams for

different w/c ratios were generated and compared.

Keywords: cement paste, image analysis, microstructure, numerical modelling

1. INTRODUCTION

Clinker production and composition (crystal size, phase distribution and surface area) have an impact on
the properties of cement paste and concrete [1]. The study of cement paste microstructure can provide
valuable information about the material and its behaviour on macroscale. It can reveal potential threads
(such as carbonation, sulfate attack, delayed ettringite formation and alkali-silika reactions) that cannot
be observed on macroscale. For example porosity and its spacial distribution can reveal technological

problems or even point to a reduced durability of the structure.

Nowadays, there are several techniques used to investigate the microstructure of materials, each
with its own strengths and weaknesses: scanning electron microscope using backscattered electrons
(BSE) and x-ray microtomography (¢CT), among others. The first technique, BSE, produces two di-
mensional monochrome images with a wide range of magnification (resolution down to 100 nm). This
makes possible to observe the arrangement of aggregate in concrete at low magnifications and the mor-
phology of hydrate phases using highest magnifications [2]. When coupled with X-ray spectroscopy
a chemical composition of the observed phases can be identified. But there are certain limitations, as
pointed out by K. Scrivener [3], that have to be taken into account when analysing 2D images: the thick-

ness of layers (presumably hydration products around clinker grains) tends be overestimated, particle
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size distribution is skewed towards smaller particles and spatial pore connectivity cannot be deduced

from 2D images.

The second technique, pCT, creates a three dimensional image of the sample using sequential
scans from different angles along all axes of rotation of the specimen. The connectivity and tortuosity
of capillary pore network in space of cement based materials can be studied using this technique [4].
Another advantage of this nondestructive method is that specimens do not need specific preparation
before analysis. Gallucci et. al. [4] states that from a qualitative point of view, the resolution of images
(obtained from pCT) is comparable to that usually observed using scanning electron microscopy at an
equivalent magnification, leading even to a similar phase contrast (between individual phases). The

resolution at a scale of micrometers is sufficient for studying hydration products [5].

Because both techniques provide almost identical monochrome images (regarding resolution of
the image), a qualitative analysis of the image can be conducted regardless of technique used. Each
image is composed of pixels containing information on the intensity of greyscale level. On the images,
porosity appears as the darkest phase. Unhydrated clinker grains appear as the brightest phase (due to
their highest density [4]). Everything in between can be considered as hydration products. It is even
possible to distinguish between individual hydration products and identify inner and outer C-S-H gels,
portlandite, ettringite and monosulphate based on their shape but in our case they were all considered as

one phase. A detailed description of greyscale level and corresponding hydrates can be found in [1], [3].

2. IMAGES OF PASTE MICROSTRUCTURE

A broad image database of Portland cement paste microstructures had to be created. Because such ima-
ges were not available, an already existing database was used. NIST (stands for National Institute of
Standards and Technology) offered a database of three dimensional images of cement pastes (with var-
ious water/cement ratios at different hydration times), plaster of Paris and clinker bricks. The database
was a part of a project called The Visible Cement Data Set created by Dale Bentz et. al. [5]. All im-
ages were obtained using three dimensional microtomography at the European Synchrotron Radiation

Facility in Grenoble, France.

Cement paste specimens were produced in Cement and Concrete Reference Laboratory (CCRL)
using a single reference cement (N"133) of a well documented clinker composition. For a prescribed
water/cement ratio, both materials were mixed in a plastic beaker and small pats of the paste were
"extruded" into sample tube molds (inner diameter 1 mm) and cured under prescribed conditions [5].
Improper compaction (resulting in entrapped air bubbles) could not be avoided due to some processing

difficulties associated with low w/c ratios.
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3. IMAGE PROCESSING

Three cement pastes (with a different water/cement ratio) were selected from the NIST database for
image analysis. For each w/c ratio, two hydration times were also selected — the first representing
early hydration time (up to 24 hours) and the second time showing a paste as old as could be found
in the database (see Table 1). Next, a three dimensional image of the microstructure for a given w/c
ratio and a specified hydration time was extracted form the database. The size of each image was
1024 x 1024 x 512 pixels having a resolution of 1 pixel = 0.95 wm. This provided an image of
973 x 973 x 486 pum. The specimen itself was cylinder-shaped so the completely black edges around

the circle were discarded from further analysis, see Figure 1.

Tab. 1 Specimens selected from the NIST database

Water/cement ratio | Early-age paste | Old paste
[hours] [hours]
0.30 24 162
0.35 23 136
0.45 11 124
1024
A
<
N
o
-
A\ 4

Fig. 1 Scheme of a 3D image obtained from uCT

Once the 3D image was created, it was then sliced at different heights (100 pizels apart). The
height of each image was 512 pizels so five separate images were created. Dale Bentz [5] described

problems during the production of samples so voids of entrapped air can be observed on some of the
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images, see Figure 2. These images were discarded from future image processing because they were not

representative.

Fig. 2 Slices created from a single 3D image; paste shown: w/c = 0.30; t = 162 hrs

One representative image (out of five generated) was selected for each w/c ratio and hydration
time. The image size (as mentioned above) was 1024 x 1024 pizels (= 973 x 973 pm). For further
image analysis a representative volume (or rather "area" in this case) element was chosen on each image.
The size of RVE was selected considering the size and scale of observed microstructure. The cement
fineness was 350 kg/m? and the mean grain radius of unhydrated cement approximately 15 pm. The
RVE image size chosen was 100 x 100 pizels (= 95 x 95 pm) and the original 2D image was then
cropped to this size, see Figure 3. It was then displayed and checked visually whether it is representative
enough. Images out of range of the circular region (without containing the microstructure itself) or
containing large pores of entrapped air (a problem during production that has nothing to do with the

paste itself) were discarded from further analysis.

3.1. HISTOGRAM

A histogram was created for each cropped image. Each pixel on the image contained a single value of
256 levels of greyscale colour from clear black to pure white. These values were projected on the X-axis
and the number of pixels containing the given greyscale level on the Y-axis. In the next step a cumulative
histogram for the same image was generated. The X-axis stayed unchanged meanwhile the Y-axis was

normed and showed not only the given number of pixels for the given greyscale but also a sum of the

70



Nano and Macro Mechanics 2012 Faculty of Civil Engineering, CTU in Prague, 2012, 20" September

Fig. 3 Cropped image showing a RVE area

previous values, see Figure 4.

The appropriate volume fractions for porosity and unhydrated clinker grains were calculated in
CEMHYD3D for each specimen studied. The cumulative histogram was then used to determine thres-
hold values and the corresponding greyscale levels for each phase. Any greyscale pixel value that was
lower than porosity threshold was considered as porosity. Any greyscale pixel value that was higher than
unhydrated clinker threshold was then considered as clinker phase. Pixel values that lied in between

these thresholds were considered as hydration products.

Image histogram Cumulative histogram
0.016 1 11
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Fig. 4 A standard histogram for the cropped image (left) and a cumulative histogram (right)

3.2. THRESHOLDING

After determining specific threshold values for porosity and unhydrated clinker, the cropped image
(still containing 256 greyscale levels) was coloured using filter masks in the following way: if a given
greyscale pixel value was below a threshold value for porosity, it was considered as porosity and coloured
in black. If a given greyscale pixel value was over a threshold value for unhydrated clinker, it was con-
sidered as clinker and coloured in light gray. Any pixels whose greyscale value that lied in-between
both thresholds was considered as hydration product without further specifying its type (C-S-H gel,

portlandite, ettingite or monosulphate) and coloured in blue, see Figure 5.
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Il porosity
D unhydrated clinker
B hydratation products

Fig. 5 Thresholding a cropped image

A series of smoothing filters were applied on each image in order to reduce the noise and obtain a
clearer image. The borders of clinker grains were sharpened as well as hydration products precipitating
on them, leaving sharply edged empty spaces for porosity. Some data was lost due to the application of

these filters but an increase in stability of the calculation was expected.

4. NUMERICAL ANALYSIS

Based on threshold values (as described in section 3.2) the image now contained three separate phases
(porosity, hydration products and unhydrated clinker), each described by its "colour". Each thresholded
image was then meshed for a numerical analysis in OOFEM. The finite element mesh was created using
isoparametric four-node quadrilateral elements, each pixel from the image was one element with four

integration points. Linear approximations of displacements were considered.

A Mises plasticity model with isotropic hardening and isotropic damage (based on cumulative
plastic strain) was assigned to each element (with modified parameters for each of the three phases, see
Table 2). Full explanation of parameters can be found in Material Model Library Manual in [7]. Even
though this material model may not be the most precise to simulate mechanical behaviour of cement
pastes, it was still used and the obtained results followed expected outcomes. A new material model for

cement pastes is in development.

Tab. 2 Main parameters used in the Mises plasticity model for each phase, for full explanation see [7]

Phase E o) H Oc A

[GPa] | [GPa] | [GPa] | [-] | [-]

porosity 0.001 10 1 0 10
unhydrated clinker | 130 0.3 -1 0.9 | 100

hydration products 30 0.2 0 0.95 | 31

The problem was considered as plane-strain and Newton-Rhapson method was used to solve it.
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Two metallic loading plates were created during meshing on the top and bottom surfaces. The top plate
served as a "loading plate" where predescribed displacement was applied. The bottom plate served
as a "support" having constrained diplacements. Loading was performed incrementaly, in each step a
prescribed displacement was applied in order to get post-peak behaviour on the stress-strain diagram

after reaching the ultimate stress.

LLLL vy gy

AAAAA

Fig. 6 Loading with prescribed displacement

5. RESULTS

A numerical simulation was performed on cement pastes of different water/cement ratio and hydration
time. The results for pastes w/c = 0.30,0.35 and 0.45 are presented below, both early age and old
pastes. Results indicate expected behaviour — for a given w/c ratio, the strength of the "mature" paste is
much higher. And regardless of hydration time, pastes with lower w/c ratio were stronger in terms of the

ultimate compressive strength reached on the stress-strain diagrams, see Figure 7.

6. CONCLUSION

This paper presents the results of numerical modelling of mechanical properties of cement pastes based
on images of their microstructure. Three dimensional images from a microtomograph were processed
to create 2D images, these were cropped, thresholded and filtered to highlight three separate phases —
porosity, hydration products and unhydrated clinker grains. Next a finite element mesh was created over
the image, Mises plasticity model with isotropic hardening and isotropic damage (based on cumulative
plastic strain) was applied on each phase (using modified parameters for individual phases) and the
overall mechanical behaviour of the cement paste was observed. Results indicate expected behaviour —
for a given water/cement ratio the older the paste is, the higher the ultimate strength. And regardless of

hydration time, the lower the w/c ratio is, the higher the strength of the paste.

These simulations were performed in order to create and test Python scripts for image processing
of cement paste microstructure. The material model chosen (Mises plasticity model with isotropic har-
dening) may not be the best to predict mechanical behaviour of cement pastes but it was still used, as

a better model was not available. The predicted results are plausible and follow expected trends based
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Fig. 7 Stress-strain diagrams for cement pastes with various w/c ratios

on the known impact of porosity on the overall strength of the cement paste. A better material model
for cement pastes is in development. It will be based on the Drucker-Prager plasticity model with a

Rankine-based cut-off for tensile stress.
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OBJECT ORIENTED DESIGN OF COUPLED,
MULTI-PHYSICS FEM KERNEL

Martin HORAK 1 Borek PATZAK 2

Abstract: This paper presents the advanced object-oriented desifinitef element representations in a complex

multi-physics finite element environment OOFEM [1], [2].eMocus is on reuse of existing single-physics capa-
bilities when implementing elements for coupled simutetid his has been achived by decoupling the description
of element geometry, element problem specific capabjlglesnent interpolation, and integration schemes. The
individual problem specific capabilities, represented byerarchy of classes derived form ElementEvalautor, can
be assembled together to define an evaluator for coupledysisal Presented design leads to extremely flexible

implementation, with clean modular design.

Keywords. multi-physics simulations, fem software design

1. INTRODUCTION

Numerical simulations are routinely used in research addstry and are accepted as reliable analysis
tools. However, in recent years, it is becoming clear, tbah&r progress in many scientific and en-
gineering disciplines requires understanding of variaaragex multi-physics phenomena taking place
at different scales of resolution. Therefore, one of thei@othalenges in software engineering is to
design an efficient and modular modeling tools. The aim othigcontribution is to present advanced
object-oriented design of general multi-physics finitenedat kernel allowing to reuse single physics

formulations in development of coupled multi-physics penhs.

The conventional designs of object-oriented finite elengedes introduce an abstraction for finite
element, which keeps description of element geometry,gotigs and integration scheme and providing
services for evaluating characteristic terms, such afmasti§ matrix or element load vector. In more
elaborated designs, a hierarchy of classes is developasievitase parent element class contains only
problem independent description (such as element geoyatdyspecific functionality is implemented
by derived classes, representing problem related basseslaghis scheme works well when elements

are to be solely used for specific analysis, e.g. elemen&tifoctural analysis.

The problem may arise, when one wants to combine capabibfi¢wo or more elements to ob-

tain element for multi-physics analysis. Multiple inharite provides only a partial solution, allowing
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to inherit problem specific capabilities from individuaingle physics) elements. This could be an is-
sue in some programming languages (C++ for example) wheragh of multiple inheritance leads to
duplication of parent element class data, as illustrateBigure. 1. Here, th&tructuralElemenand
Heat&MassTransportElememtasses represent problem-specific base classes. For iexathstruc-
tural elements are derived fro8tructuralElementlass. When an element for coupled analysis has to
be developed, one naturally wants to inherit fr@tnucturalElemenandHeat&MassTransportElement
classes to reuse existing implementations. However, dsgmrent classes are derived frétement

the attributes defined &lementevel are duplicated. Moreover, one has to manually fix naselution

problems with services defined &tementevel.

Element

NodeArray : intArray
materiallD : Integer
loadIDArray : intArray

computeCharMtrx()
T |

StructuralElement Heat&MassTransportElement

computeCharMtrx() computeCharMtrx()

T T

CoupledStructuralHeatMassTransportElement

computeCharMtrx()

Fig. 1 Traditional approach in element definition.

The proposed solution consists in decoupling element gagrdescription (represented -
ementGeometrglass) and problem-specific functionality (representedlagses derived fror&valu-
ator class). The particular element is then assembled from BesaentGeometrglass and suitable
Evaluatorclass. TheEvaluatorclass evaluates the characteristic terms of governingtiequand it is
parameterized by geometry, interpolation, and integnadiefined by element. The essential feature is
possibility to assemble individu&valuatorclasses together to form a high-level evaluator for coupled
problem. Such design allows to naturally reuse not onlyuatak for different type of problem-specific
elements, but also reuse of problem-specific evaluatorswhglementing complex evaluator for multi-

physics problem.

2. OVERALL DESIGN OF OOFEM CODE

The general structure of the OOFEM is shown in Figure 2, ugiwgUML notation. In short, ab-
stract classes are represented by rectangles. The linesaviitangle mark represent the generaliza-
tion/specialization relation (inheritance), where linen triangle vertex points to the parent class. The

lines with a diamond mark represent the whole/part relaggminting to the “whole” class possessing
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Fig. 2 Overall structure of OOFEM code.

the “part” class. Association is represented by a solid, ldrawn between classes. The details can be
found in [3].

ClassDOF represents a single degree of freedom (DOF). It maintagnghiysical meaning, the
associated equation number, and keeps a reference to theddppundary and initial conditions. The
base clas®ofManagerrepresents an abstraction for an entity possessing some . DiDmanages its
DOF collection, list of the applied loadings and optiondtylocal coordinate system. General services
include methods for gathering localization numbers fromrtaintained DOFs, computing the applied
load vector, and computing the transformation to its locardinate system. Derived classes typically
represent a finite element node or an element side, posgessite DOFs. Boundary and initial condi-
tions are represented by the corresponding classes. €ldsgeed from the basBoundaryCondition
class, representing particular boundary conditions, @agplied to DOFs (primary BC), DOF man-
agers (typically nodal load), or elements (surface loa@siann or Newton boundary conditions, etc.).
The problem under consideration is represented by a claseddérom theEngngModetlass. Its role
is to assemble the governing equation and use a suitableritaineethod (represented by the class
derived from theNumericalMethoctlass), to solve the system of equations. The discretizatidhe
problem domain is represented by themainclass, which maintains the lists of objects representing
nodes, elements, material models, boundary conditionss, Bte Domainclass is an attribute of the

EngngModehlnd, in general, it provides services for accessing pdati@omponents. For each solu-
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StructuralPlaneStressEvaluator 2DPlaneStressElement
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IntegrationPoint IntegrationRule GausslntegrationRule

Fig. 3 Collaboration diagram of Element class.

tion step, theengngModelnstance assembles the governing equations by summing woitributions
from the domain components. Since the governing equatiengy/pically represented numerically in
the matrix form, implementation is based on vector and spauatrix representations to efficiently store
components of these equations. The modular design alloasupting the problem formulation, the

numerical solution and sparse storage being independeatobf other.

3. MULTI-PHYSICS DESIGN OF ELEMENT FRAME

The modular design has been achieved by decoupling of géisordf element geometry (represented by
ElementGeometrglass), interpolation (represented Bl linterpolationclass), integration (represented
by IntegrationRuleclass), and evaluation of problem-specific terms (repteselny Evaluator class).
The parenElementGeometrgeeps list of element nodes defining its geometry, list ofiadgoading,

list of integration rules (defined by particular element iempentation), reference to corresponding cross
section and material models. Its abstract interface iredudethods for accessing element components,
element evaluator, interpolation(s), and integratior(s)l. Integration rules, represented by classes
derived from baséntegrationRuleclass, define and provide list of integration points. Detietasses
represent particular integration schemes. Individuahelets can have one or more integration rules; this
allows to perform reduced or selected integration, or teehastividual integration schemes for different

characteristic terms.

Element interpolation is represented by abstRi€iinterpolation which defines general services

for evaluation of interpolation (shape) functions, thegridatives, transformation Jacobians, etc. De-

78



Nano and Macro Mechanics 2012 Faculty of Civil Engineer®§U in Prague, 2012, 20Septemeber

rived classes implement particular interpolation. Thellat#on requires access to underling element
geometry. In our approach, the element geometry is compufsrameter of everfFElinterpolation
method. This allows to share a single instancé&Bfinterpolationbetween all elements of the same
type (static, class variable in C++). Similar to the inteigna rule concept, elements can use several
interpolations. This is essential for coupled simulati@ments, where interpolation of individual fields

often varies, but also allows to have different approxiorafor geometry and unknowns, for example.

As already pointed out, a new abstract bBsaluatorclass has been introduced. Derived classes
represent problem specific functionality of an element.eBaass declares common abstract services for
evaluating characteristic termgiyeCharacteristicMatrixgiveCharacteristicVectdrand corresponding
localization arrays. Derived classes provide correspanainplementation. The abstract interface, de-
fined byEvaluator, is essential, as it allows to treat all element evaluatimhassembly operations using
the same general interface. As an example, considestitueturalAnalysisEvaluatarlass implement-
ing structural analysis functionality, see Figure 3. Itypdes methods for evaluation of element stiffness
and mass matrices and element load vectors, based on elgemnetry, its interpolation and integra-
tion. Particular elements are supposed to be derived frombaiseElementclass and one of classes

derived fromEvaluatorclass.

In coupled multi-physics simulations, one needs to comifimetionality from individual sub-
problems in one element (represented by correspondingedaterived frontvaluator) and comple-
mented by definition of coupling terms, which will be alsoyided by corresponding evaluator. In order
to combine individual evaluators into an evaluator for apded problem, theCoupledEvaluatoclass
has been designed. It is derived from b&smluatorclass and comes with the capability to group in-
dividual low-level evaluators together by performing Ibaasembly from individual contributions. The
CoupledEvaluatoclass constructor allows to set up an matrix of slave evaigathose contributions
will be assembled (locally on element level) to obtain chtedstic components of coupled problem for-
mulation. This is shown in Figure 4, illustrating mutualssaelations for the case of coupled structural

and heat&mass analyses.

When problem-specific evaluator is available, the definitid particular elements is straightfor-
ward. It consists in (i) defining a new class, derived fretementGeometrgnd class representing
problem-specific evaluator, and (ii) setting up its intégtion and integration rules. No additional cod-

ing is necessary.

4. CONCLUSION

The advanced object-oriented design of finite element semtations in a complex multi-physics fi-
nite element environment has been presented. It allowaigeref existing single-physics capabilities
when implementing elements for coupled simulations. Thsleen achived by decoupling the descrip-

tion of element geometry, element problem specific capadsl]ielement interpolation, and integration
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ElementEvaluator :] CoupledEvaluator :] CoupledStructuralHeatMassElement

StructuralEvaluator| J7 ?

ElementGeometry| | 2DQuadLininterpolation

Heat&MassTransferEvaluator J7

Interpolation

StructuralHeatMassCouplingEvaluator

Fig. 4 Collaboration diagram of Element in coupled analysis

schemes. The individual problem specific capabilitiesres@nted by a hierarchy of classes derived
form ElementEvalautqrcan be assembled together to define an evaluator for coaplggsis. Pre-

sented design leads to extremely flexible implementatiath, @ean modular design.
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CABLE STRUCTURES — NUMERIC ANALYSIS
Milo§ HUTTNER?, Ji¥i MACA ?

Abstract: The aim of this study is to compare the accuraay ttme demand of the calculation of approximated
cable as one perfectly flexible cable element widcteplaced with several balements. The comparison is

done on sample of cable structures. The used methcalculation is dynamic relaxation.

Keywords: dynamic relaxation, cable structures, nonlinear lyse

1. INTRODUCTION

The cable is an excellent kind of a constructioenant, which was firstly used exclusively for
construction purposes. The cable was primarily usdd in the bridge constructions. It was possible
to configure more and more complicated cable strestwhen modern and effective computers came

to use. Their utilisation increases in civil engirieg.

The cable has before all an excellent flexibilitydastrength and therefore it can be effectively
used for bridging of large areas without interngdgort. The weight of the roof in contrast with eth
construction systems is smaller. During the cowrsitvn of the cable structures one can use all the
advantages of prefabrication. The curves of thdecatinstructions appear very natural and they are
much preferred among architects. The disadvantgieeocables is generally their shape instability,

especially when they are unequally loaded or wheg &re loaded with a local force.

1.1. IDEALISATION

For numerical modelling of cable structures in gpane uses idealisation of the system structure of
elements and joints. Each joint can have spacegddp three degrees of freedom (in the plane of the
two). The joint in which only one cable element € begins is called an outer joint and must be
fixed. When one deals with an inner joint (connegtiwo or more cable elements) it can be a fixed

joint or a free joint.

Since the high-strength steels are almost excllysreeycled materials of cables, linear elastic
material behaviour of elements (i.e., small defdromg with large displacement is assumed. Furtiber,

is assumed that the deformation of the structutiehave no effect on the magnitude and direction of
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external forces. Effect of temperature on the shafpe structure is not considered. Cable systems
represent geometrically nonlinear case, in whichane looking for an equilibrium on a deformed

structure.

Several methods exist to solve cable structures, iost common methods are: dynamic
relaxation, force density method, finite elementhnd and some other which can be found in [1], [2]

or [3]. Dynamic relaxation will be used in this dyu

2. SINGLE CABLE

The cable can be approximated as a perfectly fliexdlement (bending moments are over all its length
equal to zero), or it can be composed together fsereral bar elements interconnected by joints.

Homogeneous material with constant cross-secti@mugfhout its length is assumed in both cases.

2.1. CABLE ELEMENT

The basic assumption of the analysis of a flexadkstic cable is that the cable is regarded to be
perfectly flexible and is devoid of any flexuragjidity. Load on a cable, which must include at leas
self-weight, is distributed uniformly along the eerof the cable which is assumed to be a parabola.
The detailed analysis can be found in [4], [5] &]d

Fig. 1 The cable element

It is necessary for the aim of the study to usaternal forceT, which is always positive and the
importance of which is shown in Fig. 1. For€ecan be calculated iteratively of equation (1). The

functionfsolvein MATLAB is used to solve this equation; it isiamerical iterative solver.

e SR )

2rQ T oT T

+%(¢5-x/5)+%(¢5‘£)‘50‘ELA($+CTZ+S;J:O (1)

Slack lengthg, is the un-elongated length of an element, lemnggithe distance between two end

joints in the chord direction. Distantés the horizontal distance between the two enatgoandc is
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the vertical separation between the end jpiahd the end joint (can be negative). Ford@ is the
resultant of the vertical uniform loaglacting vertically the entire length of parabolierneed cable,
while Q = gs. E is the Young’'s modulus of elasticity aAds the cross-sectional area of a cable. For
reasons of clarity calculation introduces two membstitutions:a = Q°r? + 4¢°T? + 41°T? + 4crQT;

b = Q% + 4C°T? + 41°T? - 4¢rQT.

2.2. BAR ELEMENT

The basic assumption of this theory is that theabiglur of a cable can be approximated by a few.bars
These bars are interconnected by joints and sustdynpositive normal force. The internal for€én
one bar element can be calculated according té&rtbesn equation (2). The forceE has the meaning

so the normal force on the bar.
T=— (r - SO) (2)

3. DYNAMIC RELAXATION

The method uses a fictitious damped dynamic arsmtgsileterminate the solution of a static problem.
The method is based on the Newton's second lanotbm Masses and viscous damping factor in the
joints are considered fictitious. Damping must lbepprtional. When calculating the response of the
structure we do not prepare the stiffness matrix trerefore the dynamic relaxation is suitable for

large scale nonlinear cases.
The theory of this method was first described by . This theory was further developed and

its detailed overview can be found in [1] or [8].

3.1. PRINCIPLE

The basic equation of motion (3) for joindirectionx (and similarly fory andz) and timet:

thx = M ix []a‘ltx + Cix [jlltx

: ®3)

where R, is residual force (i.e. out of balance) at jaiint the directiork and at time.

My is the fictitious mass at joimtn the directiorx.

Cix is the viscous damping factor for joirih the directiorx.
Vi is velocity at joini in the directiork and at time.
a, is acceleration at joiritin the directiorx and at time.

The basic unknowns form nodal velocity, which aaécelated from nodal displacements. The

discretisation from timeline with time stedd will be performed. During the st a linear change of
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velocity is assumed. Acceleration during the gtés thus considered to be constant. By substituting
the above assumptions and adjusting equation ydlocity can be expressed in a new time point

t+ At/2:

y(EAU2) = (t-0t/2) M ix A\ Cix /12 + Rtx
X X M, /At+C /2 M, /At+C, /2 @)

Current coordinates of the joinat the time point + At can then be expressed as follows:

(t+At) — (t+At/2)
X; =AtLy,
i ix . (5)

From the imbalance (between external and interoatek) in nodd one can calculate the

residual force for the corresponding node in timeAt.

x! = xt
R =R, - YT
k rk ,
Yi —Y;
R, =P, ~ 2T~
k rk ,
t _ Qx t z - Zti
Riz_Piz+z7_ZTk rt
k k k , (6)
where P, is the external load at jointn the directiorx.
k is the index of the element entering into jaint
i is the second endpoint on the element

Internal forceTy is possible for each cable element to be caladilftam equation (1) and for
each bar element from equation (2). The integrat@reme is overlapping because the residual forces
are calculated at the end of each time step anddlueities are calculated at a half time step. The
factors having an impact on the stability of thetmd and speed of convergence are: distributicam of

fictitious mass of a structure at joints, usin@dictitious damping factor, choice of a time step

Generally, one of the parameters is fixed, andothers are fine-tuned. The appropriate choice

of parameters can be found in the [1] and [8].
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3.2. SIMPLE EXAMPLE 1

The comparison of cable and bar elements is fiestopmed on a simple example. The geometric
configuration is shown in Fig. 2. The structurednposed of two identical cables and one free joint
The parameters of cables afeA = 1- 10 kN, 5= 3.5 m,g = 0.5 kN/m.

1 2

35m 5 3,5m
il

¥y

Fig. 2 The geometric schema for the example 1

A total 6 types of calculations carried out. In fivet case, each cable was approximated as a
perfectly flexible element. In the second casehemble was approximated as a one bar element. In
the third case, each cable was approximated a® dawelements and the same was done with 3, 5
and 10 bar elements. Accuracy of calculation wasrdéned by values of residual forces and of
kinetic energy of the structures. The calculatioasvterminated when the kinetic energy of the
structure was less than 1:31RJ and while residual forces of all the degreeBasdom were less than
0.01 kN. The accuracy of the calculation is apprately £ 0.2 mm. Values of fictitious parameters M
and C for all calculations were set to the countitefations to a minimum. Values of fictitious
parameters in all directions and all nodes weratidal within one calculation. Self-created scripts
MATLAB 7.11.0 (2010b) was used for all calculationEhe calculations were carried out on the
computer ACER Aspire 3694WLMi, Intel Celeron M pessor 440 (1.86 GHz, H33 MHz FSB, 1 MB
L2 cache), memory RAM 512MB DDR2. Summary of seddcparameters and results are shown in

Tab. 1. It can be seen that the cable can be descvery well with five bar elements.

Tab. 1 Summary of selected parameters and resulted example 1

Element At M C Count | Coordinates| DivergenceAz
of zofjoint1 | from the cable
iteration element
[s1 | [ |[[tsT] - [mm] [%0]
cable element| 0.1 10( 85 151 82.6 -
1 bar element| 0.1 104 125 126 91.0 10.2
2 barelement§ 0.1 500 170 397 84.2 1.9
3 barelements 0.1 800 220 518 83.6 1.2
5barelements 0.1 1400 235 923 83.0 0.5
10 barelements 0.1 2900 240 187b 82.8 0.2
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3.3. EXAMPLE 2

A suspended cable ring shown in Fig. 3, which reenldiscussed in [3] and [4], is analysed here to

show the accuracy and speed of the computatioredafzad in this study.

The structure consists of 16 cables connected toith& (1-8 are free, A-H are fixed) with an
inner radius of 35 m and outer radius of 75 m. $tractures have 8 radial cables and 8 tangential
cables. All cables have the same cross-sectiorss Ar 1.96344-18n? and the same Young's
modulusk = 170 GPa. The slack lenggh of all radial cables is 40 m, and that of all ricgples is
32 m. Any external node loads acts on the structneuniform loadg = 1.5105- 18 kN/m acts on

each cable.

T5m

75m

L 75m | Sm |

Fig. 3 The geometric schema of the example 2

Terms of calculations are the same as in the exarhplThe accuracy of the calculation is
approximately £ 1 mm. Coordinatesof the unsupported nodes were always set to zkyimt
coordinates, which are obtained by employing thelecalements, at the final equilibrium state are

shown in Tab. 2 and correspond to the results]in [4

Tab. 2 Joint coordinates at the final equilibriutate — cable elements

Coor. Number of joint
[m]

1 2 3 4 5 6 7 8

X 41.649| 29.451 0 -29.451 -41.649 -29.451 0 29.451
y 0 29.451| 41.649 29.451 0 -29.540 -41.649 -29.451
21.713| 21713 21.7183 21.713 21.713 21.713 21,7P3.713
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Summary of selected parameters and results arensimowab. 3. Again, it is seen that the cable

can be described very well with five bar elememtse use of ten or more bar elements is excessively
time consuming.

Tab. 3 Summary of selected parameters and resulted example 2

Element At M C Count | Time of | Coordinates of Divergence
of solution joint 2 from the cable
iteration element
X z AX Az

[s1 | [ |[ts’] - [min] | [m] [m] [%] [%]

cable element| 0.1 055 1.5 110 0:17 29.451 21(713 - -

1 bar element| 0.1 80 100 250 0:01 29.566 22,331 0.32.8
2 barelements 0.1 200 22 2533 0:01 29.476 21(856.1 0 0.7
3 barelements 0.1 300 37 5553 0:01 29.460 21{769.0 0 0.3
5 bar element§ 0.1 550 28 8861 0:01 29.452 21{725.0 0 0.1
10 bar elements 0.1 1100 32 25575 0:03 29450 21.700.0 0.0
20 barelements 0.1 2200 30 75974 0:24 29447 21.700.0 0.1

Figures 4 and 5 shows the progress of iteratiomdioates of joint 2 in directiom using a cable
element (red), and using cutting cable for five &laments (blue).

Cable element

25

Coordinate Z, [m]

i
0 20 40 60 80 100 120
Iteration

Fig. 4 Cable element — records of the calculation

Five bar elements

Coordination z, [m]

i i i i i i i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Iteration

Fig. 5 Five bar elements — records of the calcolati
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4. CONCLUSION

Conclusions based on these assumptions are testibe two reference examples. The cables that are
loaded with a uniform continuous load without lolzads in the joints can be very well approximated
by approximately five bar elements. It is guaradtaevery good speed of calculation and sufficient

accuracy of the calculation. The use of multipleddlaments has been time consuming.

While the use of a cable element leads to a snumtiber of iterations, the iterative process for
solving equations (1) is very time consuming angsttihe overall calculation time is much longer than
the use of several bar elements. Using of efficremherical solvers for the solution of equation (1)
could reduce the time of solution. Direct numerisalution of cable equation [3], [4], [5] is also

possible, because the forEevould not have to be expressed analytically.
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EXPERIMENTAL EVALUATION OF THE STRAIN FIELDS
IN THE VICINITY OF THE V-NOTCH IN DUCTILE METAL

Ivan JANDEJSEK®, Ondiej JIROUSEK ?,
Daniel VAVRIK?

Abstract: This work deals with the experimental measurement of full-field displacements and strains evaluation
on the surface of flat high-ductile aluminum specimens in the vicinity of the V-notch during loading. Two
different specimen geometry configurations, boundary and middle notch, are tested and compared in terms of
deformation constraint. The enhanced Digital Image Correlation method in conjunction with strain gage

measurement is employed for the precise full-field strain evaluation.

Keywords: strain/stress measurement, Digital Image Correlation, fracture mechanics

1. INTRODUCTION

Precise experimental measurement of strain/stress fields in the vicinity of notches and cracks in
high ductile metals such as aluminum alloy is necessary for reliable determination of physical
processes accompanying fracture evolution. Amount of plastic deformation can be used for validation
of different fracture toughness approaches, verification of FEM models and determination of a suitable
material model. Nowadays experimental optical methods provide full-field measurement of
displacements and strains of the specimen analyzed. One of these methods is an image processing
technique generally known as Digital Image Correlation (DIC), [1]. The technique utilizes a sequence
of images that represents a process of a specimen surface deformation. In this sequence DIC observes
displacements of individual templates of some pattern employing a correlation technique. The
template is a small rectangular part of the pattern that contains a distinguishable distribution of
grayscale intensities. Displacement field obtained from this method is utilized for consequent
calculation of the strain fields. However, it turns out that the DIC method is error prone when the
specimen undergoes even slight rigid body rotations and displacements changing camera-specimen

distances during the test. In such cases the consequent changes in magnification cause systematical
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errors in measured strains. In this study combination of simultaneous optical and strain gage

measurement was employed for correction of this error.

One of the DIC method advantage is that one can define an arbitrary grid of vertices at which the
particular displacements are measured. Therefore it is beneficial to use the same DIC measurement
grid as it is used in the FEM numerical model. This allows direct and easy comparison between
experimental and FEM results. Two different specimen geometry configurations, with boundary and
middle notches with the same initial notch length, were tested and compared in terms of strain
constraint factor and plasticity development.

2. EXPERIMENT

2.1. MATERIAL AND SPECIMENS

Two high-ductile Aluminum alloy (CSN 424415.21) 2 mm thick flat specimens, one with a symmetric
central notch and another with symmetric boundary notches (initial a = 10 mm in both cases), were
employed for the fracture experiment. The stress-strain diagram of the material obtained from
conventional tension test, chemical composition of the material and its mechanical properties are

summarized in Fig. 1.

Stress-Strain diagram

10 Al-alloy

350[ 1 (CSN 42 4415.21)

Chemical composition [%]

Al Cu Mg Mn Si Fe Ti Zn Cr
9461 | 003 | 479 | 0.14 [ 012 | 0.21 0.02 | 0.01 0.02

Stress [MPa]

Mechanical properties

70600 0.3 252

0 05 1 15 2 25
Strain [%] 10"

Fig. 1 Material properties.

The geometry of the specimens tested is depicted in Fig. 2. The V-notches were pre-machined
mechanically by the diamond knife and its radius of the tip was under 50 um. It must be emphasized
here that it is very difficult to make an exact sharp pre-crack in such ductile material. Conventional

fatigue method here fails because of large plasticity that develops during cycling.
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f F a) Central notch b) Boundary notches
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Fig. 2 Specimens geometry and two different notch configurations: Central (a) and Boundary (b)

notches (a = 10mm in both cases).

The speckled pattern (black background, white speckles) necessary for DIC measurement was
prepared on one side of the specimens using an airbrush gun. Three strain gage rosettes (0°/45°/90°)

were installed in the well-defined positions on the opposite side of the specimens; see Fig. 3.

y [mm]

-2 3 7 12 16 20
X [mm]

Fig. 3 Speckled pattern necessary for the DIC measurement prepared on the front side of the specimen
(boundary notch) that was optically observed (left), triangular mesh (green crosses are the nodes of
the mesh) used as the measurement grid for the DIC method (middle), three strain gage rosettes
installed on the opposite side of the specimen (right).

These positions were selected for precise measurement of the strains in sufficient distance away from
concentrator, where the assumption of relatively small gradients of strains is valid. The strain gages
were primary installed to correct influence of slight rigid body motions of the specimen during
loading. Such movements which change distance camera-specimen are reflected in the DIC

measurement as a systematic error. This systematic error has the form of a linear surface; therefore the
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error can be subtracted from results using the knowledge of the correct strains measured at least in

three non-collinear positions.

2.2. LOADING TEST

The specimen was subjected to uni-axial tension loading (opening mode 1) under the condition of
constant grip displacement velocity. Remote force F was measured by a load cell with read-out
frequency 1 Hz. The resulting load diagrams (Force vs. experiment time) for both specimens are
shown in Fig. 4.

Loading diagram - Boundary notch Loading diagram - Central notch
25 T T T T

= N
&) o
T T

,_‘
o
T

Remote Force [kN]

Remote Force [kN]

ol
T

15
Time [min] Time [min]

15

Fig. 4 Loading diagrams: Specimen with boundary notch (left), specimen with central notch (right).

Speckled pattern in the vicinity of the notch (only one half due to the symmetry) was optically
observed during the test. The images were acquired by a 15 MPixel camera (Canon EOS500D, Canon
Inc., Japan) and a macro-lens (Canon Ultrasonic EF 180mm f/3.5 L, Canon Inc., Japan) with
frequency 1 image per 5 sec. during loading until the macroscopic fracture occurred. The surface of
the specimen was illuminated by circular diffusion light due to avoidance of reflection artifacts.

Images were stored in 3168x4752px RAW format and transformed to gray-scale color space.

2.3. STRAIN EVALUATION

Our own Digital Image Correlation (DIC) system [2] was employed for evaluation of the full-field
displacements. A triangular mesh was generated in the ANSYS system using linear triangular
(PLANE42) elements. Vertices of the triangular mesh were used as the input points at which
displacements were measured using the DIC algorithm. The mesh was adjusted to reflect the presence
of the stress concentrator, see Fig. 3 (middle). From the known nodal displacements, strain tensor at
every triangular element was computed. For more accurate evaluation of the strains from measured
displacements which are unavoidable noisy, a smoothing procedure based on spline function
approximation was used. Due to the presence of relatively large strains at the vicinity of the notch tip,
the finite Green-Lagrange strain tensor was used instead of conventional infinitesimal (small) strain
tensor. Finally, the resulting strains were corrected using values of measured strains from the strain
gage rosettes.
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2.4. RESULTS

The resulting contour plots of the evaluated principal strains ¢, g, and its direction angle 6 in the
vicinity of the notch at maximal remote force for both specimens are shown in Fig. 5 (boundary
config.) and Fig. 6 (Central config.). The plots are scaled in the same range so it is clearly visible that
specimen with the central notch exhibits higher strains at the state of maximal force which is in

consistent with the theory. In other words specimen with the boundary notches exhibits higher
constraint factor.

g, [%] g, [%]

30

20

10

[mm]

-10

-20

-30

Fig. 5 Resulting principal strains and its direction angle in the vicinity of the boundary notch at
maximal remote force F = 23.7kN.
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Fig. 6 Resulting principal strains and its direction angle in the vicinity of the central notch at maximal
remote force F = 22.7kN.
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3. CONCLUSION

It can be concluded, that the above described enhanced DIC method in conjunction with the strain
gage measurement enables precise measurement of the full-field strains. The full-field strains were
successfully evaluated in the vicinity of the V-Notch in two different geometry configurations. With
the help of three non-collinear strain gage rosettes the measurements were corrected for the rigid body
movements. Correlation for the rigid-body movement of the specimen during the experiment was
found to be very important and limiting aspect of such measurements when strains are measured using
DIC. Displacements were measured in a triangular FE mesh to enable direct comparison with FEM
results. The comparison of two notch geometry configurations showed that specimen with the
boundary notches exhibits less strains (higher constraint factor) and thus less plasticity. However, by
using the equivalent stress intensity based on the von Misses yield criterion it was found, that the
entire ligament of the specimen was fully plasticized even before the crack initiation in the both cases.
Therefore conventional energetic elastic-plastic parameters such as J integral cannot be used and other

approaches have to be applied.
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COMPARISON OF OPTIMAL DESIGNS OF EXPERIMENTS
IN APPLICATION TO SENSITIVITY AND INVERSE
ANALYSIS

Eliska JANOUCHOVA!, Tomas MARES?,
Anna KUCEROVA?

Abstract: Nowadays the numerical models of structures and materials are more precise, but still time-consuming.
Despite the growth of a computational effort, the exploration of model behaviour requires some basic tools. One
of them is the sensitivity analysis investigating the sensitivity of the model to its inputs. Another tool often used in
inverse analysis is meta-modelling replacing an exhaustive simulation by an approximation. Strategies to assess
the sensitivity and/or build an approximation are usually based on a finite set of simulations for a given sets of input
parameters, i.e. the design of experiments. This paper reviews criteria defining optimal designs of experiments

and compares their quality in sampling-based sensitivity analysis and in neural network training process.

Keywords: Design of experiments, optimality criterion, Latin Hypercube Sampling, sampling-based sensitivity

analysis, artificial neural network

1. INTRODUCTION

The increasing complexity of structural or material numerical models makes the exploration of a model
response an important area of investigation. Sensitivity analysis (SA) provides some information about
the contributions of individual system parameters/model inputs to the system response/model outputs.
The presented contribution is focused on sampling-based sensitivity analysis [1], a widely used strat-
egy to assess the sensitivity based on a set of simulations for a given sets of input parameters. These
combinations of inputs parameters represent coordinates of points in the design space. An estimate of
the sensitivity can be then obtained by computing Spearman’s rank correlation coefficient (SRCC) be-
tween the input parameters and the corresponding response of the model. The accuracy of the sensitivity

prediction depends on the choice of design points called the design of experiments (DoE).

To minimize the number of time-exhaustive simulations, reliable meta-models are usually con-

structed [2]. The meta-models represent the approximation/interpolation of a model response over the
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domain of model parameters, the so-called design space. Among frequently used techniques of meta-
modelling belong artificial neural networks (ANNs) [3], popular for their simple implementation. They
are usually obtained by minimization of their error in a set of design points. The predictability of the

resulting meta-model is then driven by the choice of the design points.

In a case of some computationally exhaustive numerical model, the number of samples to be per-
formed within some reasonable time is rather limited. Randomly chosen sets of input parameters do not
ensure appropriate estimation of related sensitivities or suitable meta-model approximating a model re-
sponse. Therefore the design points must be chosen carefully. There are different approaches to generate
DoE [4]. This contribution focuses on designs obtained by optimization of some optimality criterion.
The aim of the presented paper is to review available criteria for generating DoE and compare suitability
of their optimal designs for application in sampling-based sensitivity analysis and in an artificial neural

network training process.

2. OPTIMALITY CRITERIA

A number of different criteria for assessing the quality of particular DoE can be found in literature. In
general, they can be organized into groups with respect to the preferred DoE property. The most widely
preferred features are the space-filling property, which is needed in order to allow for evaluation of
sensitivities valid for the whole given domain of admissible input values, and the orthogonality, which

is necessary to assess the impact of individual input parameters.

2.1. SPACE-FILLING CRITERIA

Audze-Eglais objective function (AE) proposed by Audze and Eglais [5] is based on a potential energy
among the design points. The points are distributed as uniformly as possible when the potential energy

EAE proportional to the inverse of the squared distances among points is minimized, i.e.
n n 1
AE _
EAR =) > o (1)
i=1 j=i+1 i
where 7 is the number of the design points and L;; is the Euclidean distance between points 7 and j.

Euclidean maximin (EMM) distance is probably the best-known space-filling measure [6]. It
states that the minimal distance Ly, ;; between any two points 7 and j should be maximal. In order to
apply the minimization procedure to all presented criteria, we minimize the negative value of a minimal

distance FEMM e

Modified L5 discrepancy (ML>) is a computationally cheaper variant of a discrepancy measure,

which is widely used to assess precision for multivariate quadrature rules [7]. Here, the designs are

96



Nano and Macro Mechanics 2012 Faculty of Civil Engineering, CTU in Prague, 2012, 20" Septemeber

normalized in each dimension to the interval [0, 1] and then, the value of MLy is computed according to

k

ML ANk 20k 2 2 I ST
E "‘:<3> - ZH(3—5Edi)+$EZH[2_maX($di’$ﬁ)]’ (3)

d=11i=1 d=1j=11i=1

where £ is the number of input parameters, i.e. the dimension of the design space and z4; and xj; are
the ¢-th coordinates of the d-th and j-th points, respectively. To achieve the best space-filling property
of DoE, the value of MLy should be minimized.

D-optimality criterion (Dopt) was proposed by Kirsten Smith in 1918 [8] as a pioneering work
in the field of DoE for regression analysis. This criterion maximizes the determinant of the so-called in-
formation matrix (ZTZ). Again, in order to apply a minimization procedure, we can minimize negative

value of the determinant of the information matrix, i.e.
EPoPt — _ det(Z7Z), (4)

where Z is a matrix with evaluated regression terms in the design points.

It is known that under certain conditions, D-optimality criterion leads to the designs with dupli-
cated points. To overcome this problem, the results presented further in this paper are obtained by an

approach based on Bayesian modification of an information matrix proposed in [9].

2.2.  ORTHOGONALITY-BASED CRITERIA

Conditional number (CN) is commonly used in numerical linear algebra to examine the sensitivities
of a linear system [10]. Here, we use conditional number of XTX, where X is a matrix of the design

points’ coordinates, so-called design matrix

r1i1r Ti12 - Tk
Zr21 T2 - T2k

x| ™" % (5)
Tnl Tp2 - Tpk

where n is the number of the design points and k is the dimension of the design space and the columns

are centred to sum to 0 and scaled to the range [—1, 1]. The conditional number is then defined as

A
ECN = cond(XTX) = Tl , (6)

where \; and ), are the largest and smallest eigenvalues of XX, respectively, therefore the ECN is

greater or equal to 1. Values closer to 1 correspond to more orthogonal DoE..

Pearson product-moment correlation coefficient (PMCC) is a standard measure of a linear
dependence between two variables. In order to obtain orthogonal DoE in a multi-dimensional design
space, the PMCC needs to be evaluated for each pair of columns in the design matrix (5). As a result,

one obtains a k£ x k£ symmetrical correlation matrix C. In the case of an orthogonal DoE, the correlation
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matrix is equal to identity matrix. To achieve an orthogonal DoE, one can, for instance, minimize the
sum of squares of the elements above the main diagonal of C as it is done in engineering software [11]

as well as in presented results, i.e.

k k
BN =22 2 e (7)
i=1 j=i+1

Spearman’s rank correlation coefficient (SRCC) can be used to capture a nonlinear but mono-
tonic relationship between two variables and therefore, it can be efficiently applied for estimation of
correlations in sampling-based SA [1]. The idea is to replace the coordinates by their corresponding

ranks. The orthogonality of the DoE can be achieved similarly to (7).

Kendall tau rank correlation coefficient (KRCC) is an alternative measure of a nonlinear de-
pendence between two variables. In particular, it is based on the number of concordant and discordant

pairs of samples. The orthogonal DoE can be again obtained similarly to (7).

3. GENERATION OF OPTIMAL DoE

Since the optimization of DoE defined on real domains becomes computationally exhaustive, practical
applications are usually restricted to the optimization of the so-called Latin Hypercube (LH) designs
[12], where the real domain is divided into disjoint intervals of equal probability and one value is selected
from each interval. The discretization itself is quite useful for simplification of the optimization process.
Therefore, we focus our attention mainly to the optimization of DoE in discrete domains assuming that
continuous domains are usually also discretized so as to make the optimization process manageable.
However, it is not obvious, whether such restriction excludes the best solutions regarding the objective
of SA or ANN. Hence we compare the LH optimal designs with the free (unrestricted) optimal designs

in order to investigate the impact of the LH restriction to results of SA and ANN.

In order to estimate the quality of individual criteria in SA and ANN, we obtained designs having
10 points in two-dimensional discrete domain. Both variables are defined in ten discrete values. Since
the designs are not excessively complex, the Simulated Annealing method [13] was applied to optimize
each criterion. The optimization process was performed 100 times for each criterion and both types of
DoE. Of course, there is no guarantee that the global optimum is achieved, nevertheless, more frequent
falls to local extremes also reflect the shortcoming of a particular criterion. Hence, we decided to present

the obtained results without any deeper search for more robust and reliable optimization method.

4. MODELS

In engineering practice, the majority of the numerical models fulfil the condition of a monotonic re-
lationship between the model parameters and the model response. Therefore, to support the study of
optimal DoE quality in sampling-based SA and ANN training process, we performed the same compar-

ison for a list of nonlinear but monotonic models. In particular, we consider the two-parametric models
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with discrete parameters, both with 10 feasible discrete values. The shapes of the chosen models plotted

are shown in Fig. 1.
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Fig. 1 Shapes of 15 mathematical functions for sensitivity and inverse analysis.

5. SENSITIVITY ANALYSIS

Having the numerical model z = f(x1, z9, ..., ) relating the model response z and the model param-
eters x;, the impact of the parameter x; to the model response z can be estimated by evaluating their
Spearman’s rank correlation p,, , [1] according to
2
n(n?—1) ’

where z,; are values of particular model parameter corresponding to points in DoE and z, are values of

Px;,z

model responses corresponding to these points.

Then, the parameter-response correlations were estimated using the all optimal designs and the
differences among correlations p obtained by the optimal designs and correlations p obtained by the full
design (consisting of all 100 feasible design points) are stored. The error measure ¢ in the parameter-
response correlations evaluated for a given function is considered as an average difference between each

parameter and model response correlation obtained by an optimal and a full design, i.e.

k
1 _
€= kizl|pa:i,szi,z|- (9)

The statistics over the obtained values of errors ¢ is presented in Fig. 2 using the box plots.
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Fig. 2 Statistics on results of criteria in estimating parameter-response correlations. Each rectangle
contains 15 box plots representing the distribution of errors in correlation prediction for particular
models depicted in Fig. 1. The scale is 0 at the bottom and 1 at the top per rectangle. Furthermore, each
rectangle refers to the optimal designs according to one criterion associated with the corresponding

column and to the chosen type of restriction applied associated with the corresponding row.

6. INVERSE ANALYSIS - ARTIFICIAL NEURAL NETWORK TRAINING PROCESS

The inverse analysis is based on the combination of a stochastic simulation and an artificial neural net-
work (ANN) [14]. ANN consists of many simple processing elements connected together to multi-layer
perceptron. In particular, we used a fully conected feedforward neural network with logistic sigmoid
transfer functions. Obtained designs constituted the training data used for calibration of the synaptic
weights of the ANN. Simple adaptation algorithm was employed in order to achieve appropriete number
of nodes in hidden layer. It starts with one hidden node, performs 10-fold crossvalidation loop and adds
another node. This procedure continues until overfitting occures or synaptic weigt limit is met. Resulting

architecture was the one with lowest average error on validation sets.

AE EMM ML, Dopt PMCC SRCC KRCC CN
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Fig. 3 Statistics on results in NN training process. The box plots are organized similarly as in Fig. 2.
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In order to evaluate the quality of created ANN:Ss, the relative errors € are computed according to

I
I O, - T
— Zl—l ‘ 1 Z| , (]0)
I(Tmax - Tmin)
where O; are the ANN outputs, T; are the target values, [ is the number of samples in a given data set
and Ty,ax — Thin 18 difference of the maximal and minimal target values in testing data set. The statistics

over the errors ¢ is presented in Fig. 3.

7. CONCLUSION

This paper reviews eight optimality criteria defining DoE and compares suitability of their optimal DoEs
for usage in sampling-based SA and ANN training process on 15 theoretical models. For an easier
evaluation of particular criteria, the mean and maximal errors € in SA and € in ANN over all models

multiplied by 100 are listed in Tab. 1.

Tab. 1 Mean and maximal errors in correlation predictions and neural network training process.

AE EMM ML, Dopt PMCC | SRCC | KRCC CN

mean ‘ max | mean ‘ max | mean ‘ max | mean ‘ max | mean ‘ max | mean ‘ max | mean ‘ max | mean ‘ max

o SA 59 320 6.2 |29.4| 5.1 |205] 45 [33.6| 84 |51.4] 73 |485]| 7.5 [46.5( 8.6 |599
& NNt | 43 [54.1| 3.6 [522] 3.5 |51.2| 43 |53.1| 3.0 [47.8] 27 |559 2.7 |54.4]| 2.8 |56.4
NN test| 4.7 [53.6 3.6 |51.9] 3.8 [509| 44 |523| 3.5 |47.8] 32 |564| 3.2 [509] 3.3 |543

SA 6.7 (289 9.8 |31.1| 45 |11.2] 6.8 [203| 5.5 |31.4] 58 |284]| 5.6 [33.0 5.3 |30.7
NNt | 3.2 [435( 3.1 |464] 40 (563 3.3 |489]| 3.1 |494| 34 |503( 3.0 |456] 3.3 |359
NNtest| 3.2 |41.0| 3.1 [44.1| 3.6 |53.2] 3.2 |46.5| 3.2 |46.4| 3.4 |475] 3.1 (43.1| 3.3 |33.0

LH

The overall results can be summarized in several following conclusions:

* The orthogonality-based criteria (CN, PMCC, SRCC and KRCC) provide the free designs with
very bad results in SA. The LH designs are more successful, but their results in SA suffer from
higher variances. The optimal designs of AE and EMM criteria achieve good results in sensitivity
predictions. While the results of EMM criterion are in SA worse than the those of AE criterion.
The best results in sensitivity predictions were obtained using the designs optimized with respect
to the Dopt and ML, criteria. The LH restriction has improving effect on MLy designs in SA, but

significantly worsening effect on the Dopt designs.

* The free optimal designs of AE and Dopt criteria have slightly worse results in ANN training
process than the designs of other criteria. In contrast to the results in SA, the designs of the
orthogonality-based criteria are successful in ANN training process. The results of ANN training
process are similar for almost all the criteria in the case of LH designs. The MLy LH designs

surprisingly achieve the worst results.
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CONCRETE BRIDGE PIER SUBJECTED TO TRUCK
IMPACT

Pavel JIRi CEK?, Marek FOGLAR 2

Abstract: The paper presents determination of impact loadamdghe bridge substructure according to European
standard EN 1991-1-7. These two methods basedatino ahd dynamic analysis are evaluated and comgpare
with outcomes of the detailed non-linear FEM maafa@fuck impact of a concrete bridge pier. The ontes are

analyzed and conclusions are drawn.

Keywords: impact loading, numerical modeling

1. INTRODUCTION

The European design standard EN 1991-1-7 presctibesmethods for determination of vehicle
impact loading. The first simplified method is baigen an equivalent static force. The second method
is based on accurate input data and requires @asplgoamic analysis for evaluating impact loading;

therefore, it is ignored in the most cases of thectural arrangement.
Main principles of both methods are described amdpared. As an alternative to these methods, a

detailed non-linear FEM model of a real truck impagrepared with usage of AUTODYN software.

2. VEHICLE IMPACT LOADING ACCORDING TO EN 1991-1-7

The European standard EN 1991-1-7 [1] providesqumores for assessing load from impact of road

vehicles, trains, vessels etc.
The load can be obtained by:
- Equivalent static load

- Dynamic analysis
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In the first case, the equivalent static loads given in a table for transverse and longitudinal
direction of traffic, where these forces do not aichultaneously. In the second case, the impact
loading should be determined from dynamic analygiéch allows getting more accurate value of
impact loading. With similar input data the impdaading from the dynamic analysis is 2x higher

compared to equivalent static load approach.

3. NUMERICAL MODELING

This part of the paper is focused on applicatiothefprocedures described in the previous paragraph
The utilization of the equivalent static force @hd use of the dynamic analysis are compared @ a 3

FEM model of a truck impacting a bridge pier.

3.1. DESCRIPTION OF THE ANALYZED BRIDGE

The impact loads are applied on a typical presties®ncrete two span bridge (see Fig. 1 a Fig. 2).
The superstructure is connected to a frame pieclwis located in the median of a motorway. This
bridge was built in 2005 by the joint venture of tompanies STRABAG and SMP Construction as a
part of the D3 motorway in south from Prague in @mech Republic. Both the substructure and the
superstructure are made of concrete C30/37. The Ispaths are 25.750 and 21.735m. The middle

pier is assessed to vehicle impact, the effedi@safety barriers is neglected.

§ CHOTOVINY MORAVEC %

Fig. 2 Schematic slab FEM model of the bridge r@laotoviny
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3.2. APPLICATION OF THE EQUIVALENT STATIC FORCE

When using the equivalent static force for assgsairbridge pier subjected to impact load [1], the
forces are placed in the most adverse positiondbutot act simultaneously. The impact forces are

distributed on the center-line of the slab whicmisdeling the bridge pier.

The effect of the equivalent impact load on theldpei pier is assessed by a linear FEM analysis.
The accidental load combination according to ENOLEY is used for combining the effects of self-
weight, dead load and traffic load (LM1 accordingeN 1991-2 [3]) if it acts adversely.

The shear combined with the effect of torsion is tlecisive load case, utilization of the cross-
section is 60%, see Table 1.

Tab. 1 Summary of truck impact modeled with theofiiee equivalent static force

S o | Maximal impact o Dynamic
Impact direction | Decisive loading Utilization o
force coefficient
Truck Impact _
longitudinal shear 1000.00 kN 60% x
transverse shear 500.00 kN 60% X

3.3. DYNAMIC ANALYSIS

When using the Appendix C for assessing a bridgesuibjected to impact load [1]. The impact force
acts in the direction of the traffic on the motoywa

In the following step, the dynamic system with tdegrees of freedom is set up (Fig. 3).

Fig. 3 Setting up the dynamic system of the brlgesubjected to truck impact

The bridge pier is modeled by a cantilever whictsupported by spring on its free end. The
stiffness of the spring2 corresponds to the lateral bending stiffneshiefsuperstructure supported at
bridge bearings. The mas® is taken as the mass of the upper half of thdgbrpier and the middle
part of the superstructure (self-weight + dead )Jo@ile massnl is taken as the mass of the lower part
of the bridge pier and is located in the spot &f ¥khicle impact (1.5 m above the motorway). In the

next step, the matrix of docility and the matrix @dmping of the dynamic system are prepared
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(Rayleigh’s damping, damping coefficient taken 786 rfieinforced concrete). From the known input
values, the dynamic response of the system is rataivith the use of direct integration of the
equation of motion (Fig. 4).

0.00006f it

0.00004} i i !

0.00002}

15 '®

e o s

—0.00002

—0.00004

Fig. 4 Dynamic response of the system to the impadt - - deflection at the top of the bridge

pier, — deflection at the spot of the impact

The force couple causing the maximal deflectiordétermined reversely from the matrix of
docility (3038.82;-337.28) [kN]. The 2D model ofetlbridge pier is then loaded by these forces and

the resultant internal forces are determined.

The initial impact force in the direction of theaffic is 2371.7 kN, but the force causing the
maximum deflections is 3038.82 kN; the resultingaiyic coefficient is 1.3.

The shear is the decisive load case, utilizatiothefcross-section is 80%, see Table 2.

Tab. 2 Summary of truck impact modeled with theofilee dynamic analysis

S o | Maximal impact o Dynamic
Impact direction | Decisive loading Utilization o
force coefficient
Truck
Impact longitudinal shear 3038.82 kN 80% 1.3
transverse N/A N/A N/A N/A

3.4. NONLINEAR NUMERICAL ANALYSIS

Unlike both of the procedures for assessing a brigigr subjected to vehicle impact incorporated in
the EN 1991-1-7 [1] which (based on simplifyings@®ptions) provide impact loading for the
structure, the method described in this part aonaadel a real truck hitting a bridge pier in fetlale
and then obtain the impact load reversely. Thektrupact model is prepared in the ANSYS
AUTODYN software [5].
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The truck IVECO Trakker ADN140T50 (Fig. 5) was takas the hitting vehicle. The 3D
computational model was prepared in the RHINOCERD® software using 2D and 3D finite

elements which represent the decisive structurrds jpd the vehicle.

Fig. 5 Computational model of the truck

The FE-model is composed of a main frame carryegnotor, a cab with the bumper and the load
of the truck (for achieving the maximum allowabtad 32 tons). The material model used for the
truck is linear steel without damage (material madéh damage would increase the computing time,
which is already now at approximately 96hrs). Tleergetrical model (Fig. 5) is meshed using the
Lagrange’s network with an element size of 50mnhe Vehicle is moved with a speed of 90km/h
towards the bridge pier.

The material of the bridge pier was chosen totilue its behavior when subjected to blast; the two

main aspects are:
- Damage of the material when subjected to ultin@dding

- Increase of the strength (both tensile and cosgive) depending on the speed of loading

(dynamic increase factor)

The material model RHT for materials with damages whosen for concrete [4], [5]. This model
incorporates the strain-rate effect, which deserite increase of strength with the speed of l@adin
The concrete bridge pier is modeled without reicdonent; the concrete strength class was taken
C30/37. The effect of the safety barriers is neglecThe elements of the pier erode when reaching
100% damage. The elements of the vehicle erode wdaahing the ultimate deformation; the erosion
increases the energetic instability of the systeith ihe use of Lagrange’s network, which sets

boundaries to the used element size.

The truck speed at the moment of the impact togeth#n the speed of the vehicle during the
impact was taken from the FE model. The total domatdf the impact was 334 ms. The acting impact
force was obtained from the change of the momen(ig. 6), the unlikely local extremes were
neglected. The maximum impact force is 5762.65%R07.76 kN local extreme).
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Fig. 6 The acting impact force during the impactreal time dependence, — the time

dependence used in the assessment
With the known course of the impact force the sanoeedure as in the previous part is used.

From the known input values, the dynamic respofiskeosystem is obtained with the use of direct
integration of the equation of motion. The forceigle causing the maximal deflection is determined
reversely from the matrix of docility (6471.64;-588) [kN] (Fig. 7). The 2D model of the bridge pier
is then loaded by these forces and the resultéarnial forces are determined.
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Fig. 7 Dynamic response of the system to the raektimpact load, — deflection at the top of

the bridge pier, — deflection at the spot of the

The initial impact force in the direction of thatftfic is 5762.65kN (9707.76 kN local extreme), but
the force causing the maximum deflections is 64¥ kI8 (10802.05 kN local extreme); the resulting

dynamic coefficient is 1.12).
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As in the previous chapter, shear is the decigiad kcase, utilization of the cross-section is 170%
(2809% for the local extremedee Table 3.

Tab. 3 Summary of truck impact modeled with theofisereal vehicle

o o _ | Maximal impact o Dynamic
Impact direction | Decisive loading Utilization o
force coefficient
Truck Impact _
longitudinal shear 6471.64 kN 170% 1.12
transverse N/A N/A N/A N/A

This method compiles two completely different agmtoes, non-linear FEM model with cross-
sectional assessment according to current designdatds. Therefore FEM model in ANSYS
AUTODYN was modified to get more precise impactqass. After the main impact (the velocity of
the vehicle is 0 km/h), damaged pier was loadel tétffic load LM1. Under LM1 loading damage of
the pier slightly progresses, but stops at apprateéip 50% (Fig. 8). It means that damaged piestesi

incidental traffic on the bridge.

DAMAGE [All]

9.989:-01
! 8.990e-01
7.991e01

— 6.992e-01
— 5.993e-01
— 4.995e-01
— 38901

— 2997e01

1.998e-01
I 9 888e-02
0.000e+00

Fig. 8 Damaged pier loaded with traffic after impac

4. COMPARISON AND DISCUSSION

This paper describes three different methods oluatiag vehicle impact of bridge substructure. The
first two prescribed by design standard EN 19914dr& based on determination of equivalent static
loading and dynamic analysis. In both cases resistaf the pier cross-section to impact loading is
satisfactory. Simplified approach based on equitadéatic loading provides impact force three times

smaller than obtained by dynamic analysis.

As an option for these two methods, a full-scale-lwwear FEM model of impacting truck was

prepared. From change of momentum during the 334lang impact the acting loading was
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calculated. Impact force obtained by detailed FEbtet is two times higher than in case of dynamic
analysis and six times higher than equivalent cstitice. Resistance of concrete cross-section of

bridge pier is not satisfactory in case of loadinigige pier with force obtained by FEM model.

It is obvious that compiling non-linear and lineqproaches is not suitable, therefore damaged pier
was subsequently loaded with traffic load case LMlthis case, its residual bearing capacity was

verified, resistance of damaged bridge pier istattory.

5. CONCLUSION

Full scaled model of impact compared to dynamidyesadescribed in modern design standards
leads to approximately similar results. Time of aopitself is in both cases about 325 ms, decéberat
could be taken as linear. Therefore the value @nd tlependence are about the same. Generally
speaking, more precise method described in cukenign code corresponds more to real vehicle
impact than simplified method based on equivaltaticsforce.
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BIOMECHANICAL EFFECTS OF THE INTERACTION
SURFACES OF DENTAL IMPLANTS WITH VITAL TISSUE

Alice KAPKOVA 1!

Abstract: Biomechanical attribute of the implant and his agd on the interface with vital tissue has sigaific
role with covering his long-term stability. Imprawent of the interaction with tissue, speed-up eftikaling
process and long-term quality integration of thepiamt in the bone tissue could be reached for examjith
using suitable material of the stem, applicationtlté microporous surface lamella and biodegradablgers

with culture of the bioactive compounds, or différkinds of plasma modifications.

Keywords: Implant, Titanium, Biocompatibility.

1. INTRODUCTION

Dental implantology is specialization which dealfwimplement of the biocompatible material on the
bone surface or into the upper or bottom jawborith twlding of this material in this environment
and with production of the special constructeddixe removable denture which are used for the teeth
function recovery and for the returning of the corhfand original look for partly or completely
toothless patients [1]. It's known, that for hunwaganism it is difficult to accept foreign substanc
and this is the reason for strive the approachht® drigin material in the denture composite
development. Implant has to be made from the aab&pimaterial for the human body. One of the
most serious problems is immune reaction of themisgm which cause healing or non-healing of the
implant. The most important presumption of the sgstul healing is biocompatibility of the material.
This means that the material attribute with spedifiplication has to be tolerated by living orgamis
Living organism always recognizes presence of tireiin substance and reacts on it with safety
reactions led by immune system. The highest biotiifity between implantation materials has the
ceramic materials. Their nature in the human bsdyid-inert or even bio-active. We can differemtiat
in bio-active materials implanted into the bonsuis osseoinductive and osseoconductive substances.
For dental implants which are exposed to the higdwing pressure and to the extract-power effect
meets the requirement on the mechanical endurapaeially metals. But metals aren't mostly able to
meet the chemical requirements. One of the po#ibilhow to combine advantageous attributes of
the particular materials is to cover the metal miatewith protective layer. Then we can use

advantageous mechanical attributes of the metals oytimal chemical attributes of BioCeramics.

! Ing. Alice Kapkova, Department of Mechanics, Facubf Civil Engineering, CTU in Prague;

alice.kapkova@fsv.cvut.cz
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One of the most known BioCeramics is calcium hygtegatite. Coating with hydroxyapatite is still
contested so the new solutions of the physicaln@clgy or chemical modification of titanium which
should increase the quality of osseointegration apded up its creation are in development.
Objections against coating with hydroxyapatite dwe to behaviour of the coating in the long-term
aspect. The main question is the stability of tlydrbxyapatite in biological environment. Theses
authors conclude after consideration of the infdiomapublished in available literature, that the
quality of the hydroxyapatite coating aren't enoagialyzed yet so the current level of knowledge
doesn't authorize to pronouncing the final judgm#érdan't be excluded, that the negative ratinthef
coated implants has also significant commerciatexdn Coating brings undisputed advantages, but
also covers risk. It can't be clearly determinedheout detailed analysis and introduction of the
context, which surface is the right one. In anyecésis clear on the base of the published sty died
the micro-structured surfaces of the new age impldras important role in the osseointegration

process.

2. MATERIAL CLASSIFICATION

Material aspect is important and defining in thatdeimplantology. Selection of the implant matkria
is limited by mechanical and physical attributesiolthare currently quite clearly specified and
evaluable. The general problem of metallic materialended for compensation of human hard tissues
is a high modulus of elasticity compared to theebah significant difference in modulus of elastcit
can cause insufficient tension transfer to theaurding tissue ("stress shielding effect"), whichym
lead to the later bone resorption and ultimatelJoss of the implant. Efforts to eliminate the ésts
shielding effect" is accompanied by a longer periddddevelopment both in material area and in
technology area, where new methods and procedorethd production of modified materials and

their surfaces including setting appropriate geoicedtparameters are searched [2 - 7].

There were set following requirements for dentgblamts material based on long experience and

systematic research:

* It has to be harmless for the tissue and the wholty (non-toxic, free antigens, non-
radioactive).

* It may be biologically tolerant and stable. It ¢anterfere the metabolism and cause the
resorption of the bone nest, cause the reactidheobrganism on the foreign substance or
be subject of biodegradation.

« It may be enough strong in terms of mechanical ahgsical and it may be
electrochemically stable.

* It has to be radiopaque and satisfactory in terhaesthetics and oral hygiene.

» There may be not any technical obstructions witdipsig and sterilization.

All these requirements may be fulfilled while keepaffordability.
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There are three groups of materials in terms ofadémplants:
1. hydroxyapatite ceramics
2. tri- and tetra-calcium ceramics

3. bioactive glass ceramics

3. BIOCOMPATIBILITY

Implantation is defined as a surgery, in which gaoic or organic material, dead and living tissie i
transferred. Biological effect is besides mechdraca physical attributes also important for implan
materials, which means reactions of the organismmfmolecular to macroscopic level. Mutual
reaction between non-autogenous material and illogical tissue is called biocompatibility.
Implant material is divided in terms of biocompdii for bio-tolerant, bioactive and bio-inert. €h

biological response of a bone is the most impoiitatérms of dental implantology.
It applies a number of processes:
» Osseogenesis — origin, evolution, growth and theodeling of the bone
* Osseoinduction — initiation of osseogenesis
* Osseoaffinity — the bone adhesion during osseogenes
» Osseoconduction — leading of the osseogenesistimircavay

» Distance Osseogenesis — the healing of the imjglads to the surface resorption of the bone

and to creation of the variously thick connectifsedus tissue, which leads to fibrointegration

» Contact Osseogenesis — there isn't creation ofctimmective fibrous layer typical for

distance osseogenesis, occurs to osseointegration

» Detention Osseogenesis — there is creation of tieenical bond between implant and

tissue without interstitial connective layer [1]

4. THE SURFACE OF INTRAOSSEAL PART

One of the most studies areas in dental implanyoisgthe issue of surface treatment of dental
implants. The purpose of the research teams andifaorers have begun to actively deal with
implants surface is clearly an effort to influenice rate of formation active bone-implant interfacel

to ensure maximum stability of the implant at arlyestage of implementation. The aim of researchers
is to find the perfect system with quality osseegmation and long-term functionality. Trend in the
area of surface modifications is bioactive matsrithlat accelerate the healing process and ensure
actively the creation of strong connections betwkene tissues and implant surface. The original,
alkali-treated bioactive surface accelerates thematmn of functional bone-implant interface and

provide to the implant increasing secondary stighiln the earliest stages of healing. This
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phenomenon reduces healing time and allows safty aad immediate workload. The implant
surface maodification is moving in two directiondther we will supply the coating — additive
modification (titanium plasma spraying, electrocleahcoating with bioactive materials), or we will

form the surface remove microscopic particles witthing or sandblasting (subtractive modification).

The problem with additive method is the joint imieetion between the added material with the
original surface — when roughening the surface &aking, there is a contamination of the
microstructures with the particles of the mateuséd for the roughening — that means the abrasives
and acids. After the abrasion a precise phaseanfd@mination must be performed in order to remove
all chemical components involved in each phaserodélyction. If the decontamination wouldn’t be
performed precisely, the amount of titanium molesubn the surface would be so reduced that the
oseointegration couldn’t perform on an acceptagell due to the contamination. The opinion on the
best implant surface varies a lot. The structureowitact with the bone may not be the same irhell t
area. The success of implementation is highly erfeed by the surface of the fixture, but the qualit
and the reliability can be evaluated after a l@rgitperiod (years) with clinical studies.

a) Tiy, . pure” Tid,,

Jbig

Tid,
+ |y dromyapatit

Fig.1. a) Different surface modification of enodse#lants [8]; b) Compress Implant System — the
surface modified by coating with hydroxyapatite; [@] Hexatec Implant Systenthe surface is
modified with combination of sandblasting with hgghality corundum (>99% Al203 = aluminum

oxide) and etching [9].

5. TITANIUM

Titanium is the first choice in materials used fi@ntal implantology mainly for its biocompatibility
and mechanical qualities. Machine cut and seantikassum is considered as bio-inert material where
the soft tissues encapsulates it and has dire¢actowith the bone (osseointegration) only in sfieci
conditions and after a long time period. Since diseovery of osseointegration the history of dental
implantology has been guided with the attempt talifygahe surface of titanium with the aim to bring
the reactivity closer to the bio-active materiatsl anake the creation of functional interface betwee
the dental implant and bone possible in the fastest [10]. Titanium is used in production of
detachable prosthetics, root pins etc. It is alghli resistant against corrosion as it forms dlsta

layer of oxides in its surface — the passivatioretahat is able to regenerate in nanoseconds iafter
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has taken some damage. Pure titanium and alloys alitminum and vanadium (Ti-6Al-4V) have
very good mechanical properties (high strength, meedule of flexibility, low weight). Pure titan can
be found in 4 grades (grade 1-4) on the marketchvidiffer in the content of oxygen (0.18-0.40%)
and iron (0.20-0.50%). The amount of these admiégtiras a significant impact on the properties of
titanium material. Titanium is the most respectegtahbio-material nowadays. Bio-active materials
form a biologically active apatite layers and ersarquicker healing to the implanted replacement,

which is desirable by the patient.

Experimental and mainly clinical widely documentegbults have confirmed that for example
dental implants with bio layer significantly spegg and improve the process of osseointegration and
optimize the stability of the implant in the eadyitical period of healing, which leads to a more
accurate prediction and success of the treatmahteaables the usage of new progressive clinical
methods, which can reduce the time needed fomegait Surface modifications used in the process of
preparation of bio-surface significantly increalse tlensity of hydroxyle groups on the surface ef th
implants and therefore they increase the levelyalrdtion of bio surface when compared to other
similar commercial products. Chemical modificatarbio surface on a nano level changes the surface
to be highly hydrophilic and enables an activerax@on with the blood plasma much sooner than the
first osteogenetic cells settle down on the surfaseellent wettability of the surface enables &lkju
penetration of blood in the complex structure af burface. The company LASAK developed an
original 3-dimensional modification of the surfadbat combines mechanical and chemical
modifications creating a unique micro macro andonbio-active titanium surface. The bio surface
stimulates the establishment of osteogenetic caligports the differentiation and synthesis of bone

matrix, which leads to a higher contact of the baneé the implant in reduced time [10].

Fig.3. Hydrophilic BIO surface [10]
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Fig. 4. Level of hydration Bio implant in companmswith other tested surfaces [10]

6. CONCLUSION

Dental implantology is young and became an undexpyiart of stomatology. There are certain
changes in the basis implantology techniques. Factigal reasons there are more immediate or
deferred implantations even by the multiroot teefiiacements. Some implant systems are based on a
1-phased implantation. The success of the healiageis so high that it moved out of focus. A ot o

attention is given to the surface structure offtkteires.

Coating with hydroxyapatite is still challenged amelw technologies of physical and chemical
modifications of titanium are being developed toréase the quality of oseointegration and speed up
its creation. Objections against coating are refgrmainly to the behavior of the coating in longer
period of time. The stability of hydroxyapatite mological environment is challenged the most.
Coating brings a lot of advantages but containg stsne risks. The quality of coating material i$ no
explored enough. Without a detailed analysis andilée references there is no clear statement which
surface (layer) is the most suitable. In any casethe basis of published studies it is clear that

microstructured surfaces of the new generatiorvangimportant in the process of oseointegration.

The overall success of oseoimplantation is infleenby many factors and the concrete surfaces
cannot be evaluated before the final success. e af the bone in the area of future implant isim

more significant.

Not only the global, but the Czech dental markétrsfa lot of types of dental implants and implant
systems. Implant systems can be divided into segereepts in regard to the method of implantation.
There are systems used only for one period ternopob double period term protocol or concepts
enabling them both. Each implant system conceppgesented also by the art of joining the fixture
with the abutment.

Some implant systems are offering several type$ixtiires with different shapes. Material is

another attribute in line which is stated in evanplant system. The vast majority of implants are
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produced from titanium of a titanium alloy. A newoguct is in development — a nanostructured
technically pure titanium (nTi), that excels witretmechanical properties e.g. high strength aridta h
level of gliding. Pure titanium is also marked witditional information (e.g. Grade 2, Grade 4)etc.

that classifies the material in regard to its cosifon [9].
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MODELING OF FRESH CONCRETE CASTING USING XFEM

Filip KOLA RIK %, Bofek PATZAK 2

Abstract: Modeling of fresh concrete flow is interesting problem frasthitheoretical and practical point of view
and its application to self compacting concrete castingusations is a subject of active research with important
practical aspects. Practical importance is especially ppécation to self compacting concrete, which is highly
actual. It is usually modeled in eulerian description of fantas a problem of two immiscible fluids (concrete
as a Bingham fluid and air as a Newtonian fluid). Due to diffeqgmysical properties of these fluids, there are
discontinuities of velocity and pressure fields at the ffiatee. In this paper, the eXtended Finite Element Method
(XFEM) is used allowing the standard FE approximation spadé tailor made functions across the interface to

resolve the discontinuities.

Keywords. flow, concrete, XFEM, Bingham model, level set

1. INTRODUCTION

This paper deals with eXtended Finite Element Method (XFEKK its implementation in flow prob-
lems. Especially, it is focused on its application to fresharete flow. In modeling of flow problems
using standard Finite Element Method (FEM) fluid is usuatipsidered as a single homogeneous con-
tinuous medium. There are in principle three ways, how taides the motion of continuous medium.
In Lagrangian description, motion of each point is desdilmethe framework of reference configura-
tion. This approach, usually used in structural mecharsgcgt suitable for fluid description, because of
large deformations which require frequent re-meshing. uke&an description the motion is connected
to actual configuration and therefore convective term isgméand the Navier-Stokes equations gov-
erns the motion of the fluid. In this case, computation candreedn a fixed grid and no re-meshing
is needed. On the other hand, one needs to use some stailidae to convective terms and also
LBB condition has to be satisfied. The advantages of bothogmies have been combined in Arbi-
trary Lagrangian Eulerian formulation which is often usedrtodel fluid-structure interactions. In the
present work, Eulerian formulation is used. Modeling otfreoncrete flow in the context of Eulerian
formulation is typically done using so called immiscibleidlsi concept (as a free surface flow), first

proposed in [1]. For example, in case of fresh concrete flow,ftuid represents concrete and the other

YIng. Filip KolaFik , Department of Mechanics, Faculty of Civil Engineeri@J U in Prague, Thakurova 7, 166

27, Prague; CZ, filip.kolarik@fsv.cvut.cz
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one represents air. Since both fluids are immiscible, tlegfade between them can be always captured.
There are different possibilities, how to track the integfaln FEM context, Volume Of Fluid, see [2]
and level-set method [3], [4] are suitable choices. Sinedltw is modeled using XFEM, the level-set
method is used in this work. The level-set method descriitesface as a zero level set of higher dimen-
sional function. Usually, that function is chosen as a gifglistance function. Motion of the interface is
then governed by simple convective equation. ExtendedeFieiement Method enriching the standard
continuous approximation of velocity and pressure fieldslisgontinuous enrichment functions along

the interface is then used to discrete governing equations.

2. GOVERNING EQUATIONS

As was mentioned before, problem is described by Naviekedtequations. In this work, only 2D flow
is considered. Lef2 ¢ R? be open set with boundadf). Boundaryof is decomposed to four mutually
disjoint partsl'p, I' v, I'syw pandI’ oy, 0N Which we prescribe Dirichlet boundary condition, Neama
boundary condition, so called "slip with friction” boungacondition, "penetration with resistance” [5]

and so called "do nothing” boundary condition. The wholelen can be formulated as follows:

p%—?—i—p(u-V)u—V-a—pb:O inQ (1)
Vou=0 inQ )

u=g onl'p €))

u=h only 4

w-t+Btn. (r—pd)-t=0 onlgyp (5)
u-n+an-(r—pd)-n=0 onlgyr (6)
n-(r—pd)=0 onToyr. (7)

Unknown fields are then velocity and pressurg. Densityp, body forcesh and functiongy and
h are prescribed. Parametérainda in equations (5) and (6) are assumed to be constant. Outeiahor
vector to the boundary is denotedwastangent vector a& Standard decomposition of stress tensor
into deviatoric stress and hydrostatic pressupds used. Strain rate tensor (8) is defined as symmetric

part of velocity gradient:

D= % (Vu + (Vu)T) : (8)

Constitutive law for air can be considered as one-paranpésaosity,;) Newtonian fluid (9). It is
well known that fresh concrete flow can be described by at lRasparameters. The first one is yield
stressry which introduces minimal stress necessary for concrete flbwe second parameter, plastic

viscosity, i, governs the main flow. Despite its simplicity, practical slations have proved, that it
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is a suitable choice for describing fresh concrete behavible Bingham model (10) is described by

following equations:

T =uD 9
T = |:,U'pl + \/73_22} D ;2] < 1o 10)
D=0 ; ’Jz‘ > T

whereJ3 is the second invariant of deviatoric strain tensor dpds second invariant of deviatoric

stress tensor, which is defined as:

Js = %T iT (11

The second invariant of strain rate tensor is defined sitpilar

3. DESCRIPTION OF THE INTERFACE

Generally speaking, there are two major approaches forigésa of the interface. So called interface
tracking and interface capturing methods. First group ofhmds uses deforming mesh to track the
interface and describes the interface in explicit mannaritAvas mentioned before, in flow problems
it is usual to use fixed grid and describe the motion in eutes@nse. Therefore, interface capturing
methods have been developed in [3].They describes thddneem some implicit sense. One of the
most often used methods of this group is so called level-gghod which is applied in this work as

well. In this method, interface is represented as a zerd #teof some scalar function. Here,¢ has

been chosen as a signed distance function, which is definédlbwing property:

¢(x) = £ min ||lz — =7 (12)

The sign in the definition depends on which fluid occupies thiatp:, > denotes the interface
between both fluids. Since the interface is changing in tthelevel-set representation has to be updated

at each time step. Motion of the interface is governed byl{sgetransport equation:

%Jru.vqs:o inQx|[0,7] (13)

wherewu is convective velocity of the fluid. Of course, to solve (18)e proper boundary and

initial conditions are needed.
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4. SPATIAL DICRETIZATION AND XFEM

Since both fluids in our model have different physical prtipsr(density and viscosity), there are dis-
continuities in velocity and pressure fields along the fate. In general, one can distinguish between
two types of discontinuities: strong and weak discontiegitStrong discontinuity is present when there
is a jump in a function. Weak discontinuity arises, when ¢hisra jump in derivative of the function.
Example of both types of discontinuities is typically twogsle flow with surface tension, where the
jump in pressure field (strong discontinuity) and jump inihive of velocity field, or jump in strain
rate tensor (weak discontinuity) occur. Proper descriptifdiscontinuities in terms of standard FEM is
impossible because functions from approximation space@rgnuous. It is possible to refine mesh in
sub-domains where one expects some discontinuities irotbhéan. In the case of two phase flow, such
a solution is not efficient because the interface is evolwngme and therefore frequent re-meshing
would be necessary. Contrary to this, treatment of disnaities is very easy and natural using XFEM.
The main idea behind XFEM is to enrich approximation spadé wéilored global (defined in whole
domain) functions which can describe discontinuities gblution. Choice of these functions depends
on solved problem and on our a priori knowledge of solutionolr case, approximation of unknown

function in XFEM has following form:

ul(z,t) = Z Ni(x)u;(t) + Z M;(x)a;(t) (14)
1€l el
standard FE approx. enrichment

whereN;(x) is standard FE shape function belonging to ngdeis the set of all nodes in com-
putational domairf2, M;(x) is enrichment function belonging to nodendI* is the set of enriched
nodes (which is subset ¢j. Note, that enrichment functial/; () is defined as multiplication of proper
global shape function, which stores "the knowledge” beléndchment and "partition of unity” (PU)

function:

Mi(z) = Ni(@)[(@) — ()] Viel (15)

In (15),% is so called global enrichment function, which is defined dmole domair(2 and N;(x)
is standard FE shape function. In general, one can use any fsgtctions with PU property instead of
FE shape functions. Note, that global enrichment functios "shifted” to ensure Kronecketrproperty
hold. In two phase flow, when interface is described by leatimethod, the enrichment functions for

strong (16) and weak (17) discontinuities can be constduetsily as:
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-1 ¢(x) <0
1 d(x) >0
for strong discontinuity and
T;Z)abs = ab8(¢(x)) (17)

for weak discontinuity. As was proposed in [6], enrichmamtdtion in form 17 can leads to sub-
optimal convergence because of presence of parasite tartending elements (elements in which
only some nodes are enriched). In this paper, so-called fRamction”, first published in [6], is used

to overcome problems in blending elements.

Modeling of fresh concrete flow is a two fluid problem withobetsurface tension. Therefore,

both velocity and pressure fields are enriched by "abs-emént” function. Namely:

u(@,t) = Ni(@)ui(t) + Y Ni(@) [abs(p(w)) — abs(p(x:)] ai(t) (18)
el el

P, t) = Ni(@)pi(t) + Y Ni(@) [abs(d()) — abs(d(x:)] bi(t) (19)
el iel*

Provided that proper function spaces are defined, see [k ¥ogmulation of (1) - (7) states as
follows: findu” € S andp” € S} such thatw™” € V', V" € V]

h
/pwhaLdQ+/pwh-(uh-Vuh)dQ+/ V'wh:T(uh)dQ—/'wh-pth
Q ot Q Q Q

—/wh-bdQ— ’wh-(T—p5)-ndS—|—/th-uth

Q o0 Q

+>
el

+2
el

>
el

h
/ rsupa(u® - Vuwr) . <p% +pw” - (uh - Vul) - V() + Vpt - b> dQZ]O)
Q.

ot

1 ouh
/ TPSPG;th : <pL + pwh - (W Vul) -V () + V- b) dQe}
Q.

/ TLS[CV . wth . uthe] =0
Q.

Terms in the first two lines follows from standard Galerkiaatetization, the third line represents
stabilization term due to convection effects, the fourttelprovides PSPG stabilization for elements

not satisfying LBB condition and the last line provides dmatstabilization in higher velocity flow.
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Stabilization parametersy pa, Trspa, Tr.sic are chosen according to [7]. Note, that in that work,
finite elements linear in both velocity and pressure werel asel therefore terms witl - = vanishes.
Moreover, due to relatively small flow velocity of concreta)y PSPG stabilization is needed, because

linear element does not satisfy the LBB condition.

Level-set function, as a scalar function, is discretizedhi®ysame shape functions as pressure:

¢"(x) =) Ni(z)pi (21)
el
5. TEMPORAL DISCRETIZATION AND SOLUTION SCHEME

After spatial discretization, we have system of non-liredinary differential (in time) equations, which

has in general form:

(M + Ms)a+ (N(u) + Ns(u)) + (K + Ks)u+ K,u+ (G + Gs)p=F + F5 (22)

GTu+ M.a + Ne(u) + Kcu+ Gep = E + E, (23)

TermsM,N(u), K,G, F, E in (22) and (23) follows from standard Galerkin discretiaatand
represents time dependent term, convective term, di#ugm, term connected to pressure and terms
represents boundary conditions. Terms witbubscript are due to the SUPG stabilization, terms with
are due to the PSPG stabilization akg, follows from LSIC stabilization.

5.1. IMPLEMENTATION ASPECTS

As an example of implementation, construction of mass mammid diffusion matrix will be presented.

The acceleration term (see (20) ) can be rewriten using {ltBeselement level into matrix form as:

pou” T
Q Q

wherelN is extended matrix of shape functions at the element. Assgime have a linear element

and that all nodes of are enriched. Thahhas the following form:

N, 0 N, O Ny O : My O : My O : Mg O
1 2 3 1 2 3 (25)

0 Nf 0 Np 0 N3 : 0 M : 0 M : 0 M

In this extended aproximation matri®y; represents standard FE shape function Afidrepre-
sents additional aproximation to capture the discontynuih case of "abs-enrichment; has the

following form:

M;(x) = Ni(x) [¢(z) — P(x:)] = Ni(2) [abs(¢(x)) — abs(d(x:))] (26)
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Similraly the diffusion term can be rewritten as:

/ Vw': r(u")d — / BT DBdOr, (27)
Q Q

where B is extended matrix containing derivatives of shape fumsticAssuming again that we

have linear approximation of velocity and two of the nodes emriched, enriched matrix looks as

follows:
Nig 0 Naw 0 Ny 0 : Mgz 0 : Mag 0 : Mz, 0
0 Niyg 0 Noy 0 Ny :°° 0 My i 0 My, @ 0 My, |(28)

Nl,y Nl,m N27y Ngw Ng,y Ng,m . Ml,y ML;,, . M27y Mgw . Mg,y Mg,m

Here, N, . is derivative of standard shape function (with respect}@nd; ., id derivative of

enriched approximation.

5.2. SOLUTION SCHEME

Solution scheme introduced in [8] can be described as fatlow

1. Temporal discretization by generalized mid-point schem

a'tAt = a1 Aa
t+At ot
% = ozaH'At —+ (1 — oz)at (29)

pt+At _ pt +Ap

2. Evaluation (prediction)

a=at (30)

3. Computing of velocity and pressure increments

M*Aa—-G*Ap=R
(GTY*Aa + G.Ap =Q (31)
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where

N 9N,
M* =M+ My +ant (N L g K,
ou ou

G"=G+G;s

(GT)* = M, + it (aNe

S ) 32)
R=F+ F5 — (M + Ms)a+ (N(u) + Ns(u)) + (K + Ks)u + K, u + (G + Gs) p]

Q =E+ E.— [G"u+ Mca+ N,) + Kceu + Gp)

4. Evaluation of velocity and pressure

a+ a+ Aa
p+p+Ap (33)

u < u+ AtaAa

5. Repeat steps 2.-4. until convergence is reached.

6. Solve the level set equation with computed velocity fieldhis is done using positive explicit

scheme described for example in [9].

7. Proceed with next time step.

6. NUMERICAL EXAMPLE

Implementing of XFEM in combination with moving interfacg kevel-set method is quite complicated
task and there is a lack of suitable benchmark tests. Tdréltesthe prototype implementation of XFEM
and its application, the application to structural behagf@womposite cantilever with circular inclusions
is presented. The geometry and structured FE mesh are shawig.il together with stress magnitude
contours. Note, that the discretization is based on stredfuregular grid and is not capturing the
circular inclusion geometry which is captured by introdupiveak discontinuity enrichment in velocity
field with kinks located at material interfaces. Materiatahtilever is linear elastic with Young modulus
E = 3-10*M Pa, weakened holes have Young moduliis= 0.1 Pa. Poisson ratio is equal to 0.3.
Since there are different material properties, so-callgos”enrichment” was used, because of weak
discontinuity in displacement (or strong discontinuitysinains and stresses). Constant continuous load
with intensity 1 kN/m has been prescribed on the top surféitlkeobeam. InFig.1, contours of stress
magnitude are shown. It can be seen, that in weakened helstr#ss is nearly zero as the material has
very small Young Modulus. I#ig.2, normal stress profiles at the restraint, resp. at the cotigireach
hole center is plotted shown. Again, it can be seen, thattteessis concentrated near the hole, while

the hole itself is not under the stress.
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Fig. 1 Cantilever with weakened holes - stress magnitudéotos
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Fig. 2 The stress profile

7. CONCLUSION

In this paper, the numerical model for fresh concrete cgsimulations was presented. The problem is
treated as flow of a two immiscible homogeneous fluids witfedg#nt physical properties. The concrete
is considered as two-parametric Bingham fluid, the air is etexdias a standard Newtonian fluid. The
interface between both fluids is descrideb in sense of leseinethod. Extended finite element method
is then used to resolve description of discontinuities iloeiey and pressure fields across the interface.
Since there is no surface tension in this problem, presgutiscontinuity is only weak and therefore,

so-called "abs enrichment” is used. The prototype XFEM gnpéntation is illustrated on structural
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analysis of composite cantilever with circular inclusions
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SEISMIC PERFORMANCE OF TIMBER FRAMES
Jan KOLES, Stanislav POSPISIL, Shota URUSHADZE

Abstract: A series of dynamic experiments was performed on one-story timber frame. In comparison with the
previous frames [1, 2], improved connection between column and girder was used here. The tests included
sinusoidal sweeps in two directions, arbitrary signals simulation earthquake loads in three directions, and
snapback tests. Various parameters were measured, for example tension on columns and slabs, rotation between
columns and beams, displacement of columns and acceleration of columns and beams. All these parameters lead
to classification of the frame behavior with designed type of connection, for example the natural frequencies,
eigenmodes and other dynamic properties of the structure. Parameter description will allow us to design and

improve mathematical model of the timber frame.

Keywords: timber frames, dynamic test

1. INTRODUCTION

The performance of heavy wood frames in earthquédessbeen studied both experimentally and
analytically, while examples of timber frame builds in seismically active areas are rare. This is
primarily due to difficulties in design efficientament — transmitting timber connections. Largerinte

story drifts of wood-based moment resisting fraraes caused by the low stiffness of the semi-rigid
beam-to-column connections. In general, the seabitiey limit state check will be the limiting

criteria in the design process, leading to oveigtesl cross-sections of beams and columns. Apart
from difficulties in balancing the moment capadtief members and connections, analysis and
experiments showed that wood frames can perforrhumeler dynamic loads due to the high strength

and high energy dissipating capacity of the conaest The specific objectives of this work are:
» to study behavior of the frame under the cyclicald and the development of the cracks,
* to demonstrate feasibility of using high-strengtresvs in loaded connections of the frame,

» to study the performance of the frame, weakeninf®joints and pinching of the screws.

2. TEST SETUP

The test was carried out on the simple one-st@mér (see Fig. 1). Height of the entire structure wa
3100 mm and dimensions of the upper floor were 48P0 by 4420 mm. Most of the parts of the

frame, like columns, beams and slab were made fhrae-laminated timber. Wood of European

lIng. Jan Koles, doc. Ing. Stanislav PospiSil, Phiigy. Shota Urushadze, Ph.D., Institute of Thiéomeand Applied

Mechanics AS CR, v.v.i.; koles@itam.cas.cz, pospisd@.cas.cz, urushadze@itam.cas.cz
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spruce was used. Material had moisture content ®f% and average density of 0.44 gicm
Connection between column and beam was realizedighr26 high strength lag screws. Additional
timber block was placed in each corner betweennaoland beam (see detail on Fig. 2). This block
was predrilled so the screws could be screwed énptioper direction. It was also expected that it
should increase the stiffness of the connectiono Types of screws were used, the first set with
dimensions 300 mm (length) and 20 mm (diameter) thirdsecond set with dimensions 300 mm
(length) and 20 mm (diameter). Longer screws wétheodiameter 20 mm and shorter of the diameter
12 mm. This measure was to fulfill required edgd and distances and spacing of the screws. There
was a connection on each face of the column, sihlcbeams were attached from all 4 sides and it was
also above and below the beam. Screws were udesl than nails to avoid excessive nail withdrawal

during repeating dynamics tests.
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Fig. 1 Layout and cross-section of the frame
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Fig. 2 Detail of the connection between column and beams

Every column was connected to the shaking tablangfes from two opposite sides. Angles were
tightened by 6 screws. This assembly allowed tmmection to be fixed in X-direction and after few
seismic tests and weakening of the connection dugiriching of the screws it also allows small
rotation in the Y-direction.
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3. TESTING PROCEDURE

Full scale shake table test was performed. Franseloaed by 4 steel plates located above columns.
Mass above each column was 250 kg, so total load1@80 kg. Masses represented roughly live and
dead load distributed above the floor. Full dead Bwve load were chosen to introduce maximum
forces and also to induce maximum frame damage.eBdons of the plates were 1000 mm x
1000 mm x 250 mm. The table was equipped with b@&lacometers, 14 strain gauges glued on the
structure, 6 potentiometric displacement sensasepl in two corners between beam and column and
4 potentiometric displacement sensors measurirngadisment between table and beam. Frames were
tested at University Walk Earthquake Engineeringed@ech Centre, Bristol, United Kingdom. The
experiment is shown in the Fig. 1 and the testeguence is described in the Table 1. Structure has
been subjected to a set of kinematical excitatieris increasing level of intensity from peak ground
acceleration 0.125 g to 1.3 g (g = 9.81 /Fhe synthetic earthquake was used as an exditati

signal.

Each earthquake simulation was followed by modslirig to obtain natural frequencies of the
frame. The modal parameters were obtained by lowel lsine sweep harmonic excitation with
increasing frequency. Excitation for sine-sweep fias 0.01 g to 0.1 g. The sweep had logarithmical

velocity 2 octave/min with frequency 1-16 Hz. Twwapback tests were used to describe the natural

frequency.
Tab. 1Testing protocol for single story timber frame

Test number Test type Excitation direction Excitation level (g)
1 Sine sweep Y 0.1
2 Sine sweep X 0.05
4 Snap back Y
5 Sine sweep X 0.01
6 Sine sweep Y 0.01
7 Sine sweep Y 0.01
8 Sine sweep Y 0.1
9 Snap back Y
10 Seismic X&Y&Z 0.05
11 Seismic X&Y&Z 0.75
12 Sine sweep Y 0.01
13 Sine sweep Y 0.1
14 Seismic X&Y&Z 13
15 Snap back Y

4. RESULTS

During the experiment, accelerations of columns dw®hms, rotation between connections,
displacement of the beams and tension in the caduvere measured. We are able to extract from

the measured data information about the changéinatural frequencies. This helped us to describe
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the degradation of the structure — weakening ofjtirs. Shift in the natural frequencies can be
shown in the first natural frequency measured lmglecometer in Y-direction located in the middle of
the upper slab. After the'keismic test frequency was 2.57 Hz, after tHeet frequency was 2.01
Hz and after the"3test it was 1.56 Hz.

The rotation in the connection between column asahbwas measured. After th€ seismic test
the rotation was almost negligible, it reaches @al015 degrees. In thé“Zest rotation was 0.3
degrees, after the™3test it was 1 degree and after the significantksaappeared, rotation was

4 degrees.

Also the strain on the column was important. Fa #train gauge, glued in the middle of the
column strain increases from 0.01 mm/m after théegt to 0.58 mm/m after th&“2est and reached

finally to 0.9 mm/m after the"8test.

5. CONCLUSION

This experiment was the first step in the assestofethe building behavior according to its natural
frequencies and simulated earthquake. Researchn®stdl in progress, another test only with jsint
were performed. Data from these experiments wilkkdmpared. The dissipation of the energy will be
in the main interest. The obtained results maywalto predict the life-time of well-designed

connections under the cyclic loading.

The results showed structural damage due to ththgeeke progress. The value of the natural
frequency decreased to about 60% of its origindlezaDamage was caused by plastic yielding in
connections (both wood and screws). Beam to colcommections can be designed in many different
ways and the setup of our experiment representedobithe options. This frame was able to resist

earthquake of 1.3 g while in nature earthquakehesasually around 0.3-0.4 g.
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MODELING OF FRC SLABS LOADED BY BLAST LOADING

Martin KOVA R!

Abstract: The paper presents methods of numerical modelifg®find FRC slabs subjected to blast loading.
The models are based on experiments performecdeimilitary training area Boletice with the coopdmt of
the Czech Army Corps. The use of fracture energhagey quantity in the modeling of FRC in congaamito
RC is studied.

Keywords: blast loading, fiber concrete, reinforced concrete

1. INTRODUCTION

This paper presents numerical modeling of experimehtwo sets of field tests of blast performance

of reinforced concrete specimens and reinforcedrete specimens with plastic fibers. The tests were
performed in cooperation with the Czech Army caapd Police of the Czech Republic at the military

training area Boletice using real scale precasisséand 25 kg of TNT charges placed in distance from
the slab for better simulation of real in-situ citioes.

2. FIELD TESTS OF BLAST PERFORMANCE OF REINFORCED CONC RETE AND
REINFORCED CONCRETE SPECIMENS WITH PLASTIC FIBRES

For description of the field tests see [1].

Fig. 1 Layout of the experiments

! Ing. Martin Kov#, Department of Concrete and Masonry StructuresulBa of Civil Engineering,
CTU in Prague; martin.kovar@fsv.cvut.cz
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3. NUMERICAL MODELING

A numerical model of the experiment was preparedtfe purpose of further research. The process of
model set-up is described in the following texteThodel was calibrated according to the outcomes of

the experiments described in the previous chapter.

Fast dynamic phenomena can be solved by the methakplicit time integration (finite

difference method, differential method, see Figh2)equation of motion can be expressed as
Mnm:+cnmr’1+Knmn:pn (1)

equation is solved in timg, thence at the start of fixed time step.

The method is based on linear displacement chargevelocity

I

1
U.,.,=——(U,, —Uu 2
n+1/2 Atn+1/2( n+l n) ( )

is inserted into equation of acceleration

"o 1 ] I
u = AL (Uneyz = Unoyyp) (3)

n

Un+1remains unknown in Eq. (1). The displacement irettm is

1 1 ~
(EMn +Ecn) mml - (4)

2 1 1
P, _(Kn _EMn) Eljn _(EMn _Ecn) mnfl

The matrixes M and C are diagonal; the solutidiass and simple.

u A EXACT SOLUTION

tn41 tnf1/2 tn tr\+1/2 J(nJrW t
VAtn—1/2 VAtn+1/2 v
/ 4 7

At,
S

Fig. 2 The explicit time integration method (findiéference method)
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In the method of explicit time integration, the tgys is in equilibrium only at timg, but not at
time t,.1. The time step depends on the highest naturaliémecy of the structural system. If the time
step is adequately small, the method is numericattple. The method of explicit time integration
solves small number of equations in very small tsteps in duration of approximately 36 108 s.

The method of explicit time integration is suitabldy for processes of a very short duration.

4. NUMERICAL MODELING OF THE EXPERIMENTS

LS-DYNA solver was developed for non-linear anaysif fast dynamic phenomena like blast or
impact. Within the calculation, the FEM mesh caamdy deleting elements whose resistance was

depleted; these FEM elements “erode”.

The model composes of several parts. The air fdimsndaries of the model; the explosive
(e.g. TNT) transfers the energy from the blast © élements of the air, where the blast wave

propagates. The concrete specimen is modeled lws spdinforcement by beam elements.

The air is modeled using the 009-Null material dodns the undeformable FE network. The
concrete specimen is modeled by the 159-CSCM_ Ctnoraterial model (brittle material model with
damage [4]; similar approach to concrete modelingsed by [2]. The explosive is modeled by the
008-High explosive burn material model. The blastrpressure is calculated by the JWL equation of
state (EOS):

o A{l_ijeﬂv . B(l-ije-%v L OE ©
RV RV Y;

The material parameters of the used model (inctuditrain-rate dependent response) were
automatically generated in the LS-DYNA from the tmadar concrete compressive strength. The

material properties of the FRC (fracture energy athers) are currently tested, see below.

As the first step, a 2Dmodel was prepared. Its gua$ to show basic characteristics of the
experiment, e.g. the time when the blast overpressave reaches the surface of the specimen,ntiee ti
when the elements at the soffit the specimen &tatode, etc. The blast overpressure wave rediabes

surface of the specimen at 0.25 ms, the firstefiaiements start to erode at 0.4 ms, see Fig. 3.

Fig. 3 Blast overpressure wave at 0.5 ms
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4.1. 3D MODEL OF REINFORCED CONCRETE SPECIMENS

The 3D reinforced concrete model was prepared toyate the weaknesses of the plain concrete
model using real dimensions of longitudinal andngrerse reinforcement incl. links (steel
reinforcement modeled as beam elements). The mieshwas chosen 30mm for concrete and

reinforcement and 50mm for air [2].

The first elements erode when the blast overpressave reaches the surface under the hypocenter
at 0.25 ms.

In the following phase, more FE erode, the damdgbe specimen increases and spalling at the

soffit takes place. Fig. 4 shows plastic straim¢krdevelopment) for plain concrete.

Fig. 4 Top view of the plain concrete specimerrdlfte blast (t = 1 ms)

The results of numerical modeling show good agrexmeéth the experiments for reinforced

concrete specimens.

4.2. 3D MODEL OF REINFORCED CONCRETE SPECIMENS WITH PP F IBERS

The behavior of fiber concrete subjected to blaadlis quite different from the behavior of plain
(respectively reinforced) concrete specimens. Ainptoncrete, the specimen fails in tension after
reaching its tensile strength. At fiber concrele, stiffness of the specimen decreases after tisilde
strength is reached (strain softening). The filbeke over the tensile stress during strain softeaimd

the material performs with a residual tensile gitbrfapproximately 1/3 of the original tensile agth
according to fiber type, dosage and geometry). difference between stress-strain diagrams of plain

concrete and fiber concrete can be seen in Fig. 5.
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fct - TENSILE STRENGHT
B OF CONCRETE

FRC

PLAIN CONCRETE

STRESS [MPa]

STRAIN [%]

Fig. 5 Stress-strain diagram of concrete materiaidel with damage
The material model of plain concrete MAT159 CSCMatenial model with damage and plasticity,
[3, 4]) used in LS-DYNA solver has to be recalilectto perform according to the presented
description, i.e. to provide ductile behavior. Fbe analytical description of the MAT159 CSCM

material model, see Fig. 6.

fe
A BEHAVIOUR

WITHOUT
DAMAGE

STRAIN
SOFTENING
d fet

FRACTURE ENERGY]
- HATCHED AREA

INITIAL LOADING
MODULUS E

STRESS [MPa]

UNLOADING >
MODULUS (1-d)E {;

STRAIN [%]

Fig. 6 Stress-strain diagram of concrete materialdel with damage

The key to MAT159 _CSCM material model recalibratilies in tuning its unloading part to
describe behavior of fiber concrete while the logdpart can remain unchanged (the difference of
plain concrete and fiber concrete can be neglecldd fracture energ$:; can be can be expressed as

an integral of the area below the stress-straigrdia:
G =[@-d)f,dx (6)
0

where:d is the damage (from 0 to 1) afyds the tensile strength.
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According to this approach, the integral of thecfiuge energy is used for verification of the value

of the fracture energy.

The FRC material model was calibrated accordingekperiments described by [5]. The
experiments studied the strain-rate effect of FR€cBnens (700 x150 x 150 mm) subjected to four
point bending (see Fig. 7). The concrete mix pripeiand fiber dosage were the same as in the field
experiments. The finite elements size in the nuraémodel used for evaluation of the experiments
was chosen the same as in the full scale 3D ma@sisribed in the preceeding paragraphs, as the blas
modeling is highly scale-sensitive.

F/2 F/2

50 200 200

200

50

|- 700
A ¥
—A

Fig. 7 Layout of the control experiment (mm)

The calibration models were prepared using LS-DYfdAplain concrete and both dosages of PP
fibers. The fracture energy in tension and shedah@fmaterial model of plain concrete was modified
to obtain similar integral of the fracture energgttb from the experiments and the numerical

evaluation.

For comparison of the force-deflection §Fdiagrams of plain concrete, 4.5 kd/and 9 kg/m PP
fibers FRC both experimental and numerical, see &ighe area of the force-deflection diagram was

limited to the deflection of 8 mm.

350 1- i
—FOGL‘AR - 4,5kg/m3
| |- --LS-DYNA PLAIN CONCRETE
- LS-DYNA FRC - 4,5kg/m3
777777 ——FOGLAR - Skg/m3 I
LS-DYNA FRC - 9kg/m3

30,0

)
&
[S)

)
(=
[S)

FORCE F [kN]

s
o
o

10,0

5,0

0,0 1,0 2,0 30 40 5,0 6,0 7.0 8,0
DEFLECTION &[mm]

Fig. 8 Force — deflection diagram of material maxel
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The obtained values of the fracture energy forotericoncrete strength classes and fiber dosages
can be seen in Table 1.

Tab. 1 Fracture energy of various specimens

Specimen Fracture energy [N/m]
LS-DYNA — plain concrete 5.6
FOGLAR C30/37 — 4.5 kg/?‘n 62.0
LS-DYNA FRC - 4.5 kg/n°‘| 68.6
Foglar C30/37 — 9 kg/in 109.3
LS-DYNA FRC -9 kg/n31 102.9

The calibrated material model was used in the 3[@eisodescribed in the previous chapter. For
example of the result of the modeling, see Fig. 9.

Fig. 9 Top view of the FRC specimen after the kastl ms)

4.3. MATERIAL MODEL WITH SMEARED REINFORCEMENT

Another way to fiber reinforcement concrete modgismto use smeared reinforcement as being made
in [6]. The same experiment with concrete beamskas modeled in ATENA solver. Material model

of plain concrete with smeared reinforcement wighfider characteristics has been used.

This material model shows good agreement withegpériments.

PP fibres - 4,5 kg/m?

35

epenment 4,5
25 kg/m3
(deformace =
0,2mm)
20

force kN

viaknobeton

C30/37 (As =
2119 x 106

10 mm2y

deflection mm

Fig. 10 Force-deflection diagram of smeared reiogtament model [6]
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5. CONCLUSION

The experiments showed beneficiary effect of aditeats on blast performance of the specimens. The
experiments also showed beneficiary effect of iaseel concrete compressive strength on blast
performance of the specimens. Combination of filagi increased compressive strength proved itself

to be very effective for improving the blast perfance.

The way of modeling of fiber concrete subjectedblast loading by increasing the facture energy
of plain concrete MAT159 CSCM material model waassented and evaluated. The model calibration
was performed according to small scale experimédris. results of numerical modeling show very

good agreement with the experiments for specimétinsasided fibers.

Other ways of modeling of fiber concrete subjectedblast loading lie in using smeared
reinforcement or in modeling of the dispersed @icément. These methods require much more effort

to be invested, yet the result remains questionable
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ALUMINIUM FOAM: PREDICTION OF MACROSCOPIC
ELASTIC PROPERTIES USING NANOINDENTATION AND
UP-SCALING MODEL

Vlastimil KRALIK !, Ji¥i NEME CEK 2

Abstract: This paper is focused on the prediction of macrpicelastic properties of highly porous aluminium
foam. The material is characterized by a closedepgystem with very thin pore walls and large airgso
Intrinsic material properties of cell wall consténts are assessed with nanoindentation whereasytcell
homogenizations are employed for the assessmehe afell wall elastic properties. Very good agreaimeas
found between the various analytical estimates.-@lineensional microstructural FEM model was applied
obtain effective elastic properties of the uppertarial level for which the Young's modulus rangesmf
1.11 GPa to 1.4 GPa depending on the size of thkiated area. The estimated range of values wasradm
comparison with experimental results obtained frexperimental compression tests. It follows from 2k
approximation that the 2-D model underestimatesdtiféness, compared to the real case constraime8-D.

Therefore, more appropriate 3-D model based on o@dr data will be prepared in the future work.

Keywords: metal foam, porous system, nanoindentation, miccbiaugical properties, homogenization

1. INTRODUCTION

Structural materials (like cement, lime or gypsusmposites as well as metals, wood or plastic) often
exhibit large variation in the microstructure oéithsolid phases. They are also often charactebyed

a closed or open pore system. Porosity is usuallgiler than the solid phase content but in case of
lightweight materials the situation is opposite. éxteptional example is metal foam which typically
exhibits porosity around 90% of the sample voluttgecellular structure is analogous to the natural
materials like wood or bones. On the other handyynsructural materials based e.g. on cement are

characterized with open porosity. Also, the sizéhefpores differs a lot.

Metal foams belong to the group of modern stru¢tanaterials with high potential to many
engineering applications ranging from automotivel aerospace industries to building industry
(e.g. sound proofing panels) [1]. This highly parauaterial with a cellular structure is known fts i

attractive mechanical and physical characterigich as high stiffness in conjunction with very low

! Ing. Vlastimil Kralik, Department of Mechanics, dedty of Civil Engineering, CTU in Prague;
vlastimil.kralik@fsv.cvut.cz

2 doc. Ing. Ji Némezek, Ph.D., Department of Mechanics, Faculty of ICBmgineering, CTU in Prague;

jiri.nemecek@fsv.cvut.cz
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weight, high strength, excellent impact energy gitson, high damping capacity and good sound
absorption capability. The usual source materiaitfie production of metal foams is aluminium and
aluminium alloys because of low specific densit2{60 kg/m), low melting point (~660 °C),

nonflammability, possibility of recycling and extait corrosion resistivity.

In this study, micromechanical analysis of a conuiadly available aluminium foam Alporas®
(Shinko Wire Co., Ltd) was performed. Nanoindemtatiechnique was applied to access elastic
properties of the distinct phases within the cedllsy Based on these results, overall effectivstiela
properties (Young’s modulus) of the solid phaseen@raluated by several homogenization schemes.
To calculate the effective elastic properties & whole structural level (including the air pores)

microstructural FEM model was applied.
2. MATERIAL CHARACTERIZATION

2.1. STRUCTURE OF AL-FOAM

The Alporas foam is characterized by a hierarchigiglrostructure with the system of closed pores.
An internal structure of the aluminum foam is shownFig. 1. The properties of Al-foam depend
directly on the shape and structure of the cdilsrefore description of its structure is very intpat.
The most important structural characteristic oelutar solid is its relative density,/ ps (wherep is

the foam density anas is the density of the solid, i.e. Al). The fractiof pore space in the foam can
be defined by its porosityl{p / ps) [2].

Fig. 1 Overall view on a typical structure of
aluminium foam

The porosity was detected by weighing of a suffilie large foam sample and by taking into
account the density of pure aluminum (2700 Ky/ifihe relative density was assessed as 0.0859 and
porosity reached 0.914, i.e. 91.4%.

Other important parameters for the descriptiornefinternal foam structure are both distribution of
cell wall thicknesses and pore size and shape ciesistics. These geometric parameters of the cell
structure are crucial for the selection of the hgerozation schemes and modeling mechanical

performance. A high resolution optical image of fbam surface on a cross-section embedded to
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blackwashed gypsum was prepared. Prior to imadiegspecimen was mechanically polished with
fine SiC papers to receive smooth and flat surf&cee of the scanned area was 125 x 149 mm (which

is sufficiently large to represent a structuraklleef the material).

A characteristic size of each pore was estimatetl tie help of image analysis. Some small
corrections and noise filtering in the binary imagas necessary to help the algorithm automatically
identify all individual pores. The pores are almggherical or polyhedral shape due to a high fogmin
ratio. In the analysis, the pores were replaceddwvalent ellipses. Further, a shape factor coagput
as the ratio between the longer and shorter axdeedllipse was obtained. Distribution of the eslu
of shape factor is shown in Fig. 2. In our samphes mean value of shape factor was 1.15 and

indicates that the shape of the pores is neartyleir with a small flattening.
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An equivalent pore diameter assuming circular paras also calculated. The distribution of these
equivalent pore diameters can be seen in Fig. 8.efjuivalent diameters of pores are distributed ove

a range of 0.2 mm to 6 mm and the mean value ofdiévalent diameter is 2.9 mm.

The cell wall thickness assessed as the minimurtardie between neighboring pores was
evaluated using image analysis. Distribution of tedl wall thicknesses is shown in Fig. 4. The
distribution shows a significant peak, i.e. a chegastic thickness, around L~&In. The majority of

cell wall thicknesses lies between 20 to 6@

2.2. DEFINITION OF THE MODEL

At least two characteristic length scales can Isérgjuished for the material: the cell wall leveda
the foam level. Therefore, two-scale microstrudtunadel for the prediction of macroscopic elastic
properties on the whole foam level is proposed dase the utilization of nanoindentation data

received on cell walls [3]. The model covers:
« Levell (the cell wall level).

In this level, characteristic dimension of the oghll defined by the mean midspan wall

thickness is L~61 um. This level consists of priwgi aluminium matrix (Al-rich area) with
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embedded heterogeneities in the form of Ca/Ti-rareas. Distinct elastic properties of the

microstructural constituents were assessed usingimaentation at this level.
e Levelll (the foam level).

At this level, the whole foam containing large posgith an average diameter ~2.9 mm is
considered. Cell walls are considered as homogeaneaving the properties that come from the Level

I homogenization.

3. LEVEL | HOMOGENIZATION

Firstly, intrinsic elastic properties of the mictogtural constituents were assessed by nanoirtitemta
at this level. Detailed description of the expernitaé part can be found in [3]. Two-phase system
(major Al-rich and minor Ca/Ti-rich phase) was amed in the statistical deconvolution algorithm [4]
to obtain Young's moduli and volume fractions a# two phases (Tab. 1). Poisson's ratio 0.35 was
considered for both phases. Based on these restitstive elastic properties (Young's modulus) of
the solid phase were evaluated by selected aralyticmogenization schemes, namely Voigt and
Reuss bounds, Mori-Tanaka method and self-consistéireme. The homogenized elastic modulus for
the cell wall is summarized in Tab. 2. Very closribds and insignificant differences in the elastic

moduli estimates by the schemes were found.

Tab. 1 Elastic moduli and volume fractions of tve tmicrostructural phases from deconvolution

Input values from _
nanoindentation Mean E (GPa) St.dev. (GPa)  Volume fraction

Al-rich zone 61.9 4.6 0.638

Ca/Ti-rich zone 87 17 0.362

Tab. 2 Effective values of Young’s modulus compweatifferent homogenization schemes at Level |

Mori-  Self-consist. Voigt Reuss

Scheme  ranaka  scheme  bound  bound

Eett Level (GPa)  70.076 70.135 71.118 69.195

4. LEVEL Il HOMOGENIZATION

At this level, cell walls are considered as a hoemampus phase having the properties that come from
the Level | homogenization. The cell walls createnatrix phase and the large air pores can be

considered as inclusions in this homogenization.

At first, effective elastic properties of the Levelvere estimated with the same analytical schemes
used in Level I. The volume of air pores was evald@&xperimentally (Section 2.1) on our samples as
91.41 %. The analytical methods do not give appatgrresults, because the basic assumptions

following from Eshelby’s solution of an ellipsoidaiclusion in an infinite body and volume fraction
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restrictions are not fulfilled. List of results a@kvel Il homogenization using analytical schemes is

described in detail in [3].

At second, the more appropriate two dimensionalresicuctural FEM model was applied. The
model geometry was generated from high resolutyatical images of Al-foam cross-section, whose
preparation is described in section 2.1. Resublirg with a size of 120 x 120 mm was thus created t
represent a higher structural level of the materdl this image, pore centroids were detected,
Delaunay triangulation applied and Voronoi cellsated. Then, an equivalent 2D-beam structure was
generated from cell boundaries (Fig. 5). As a fiestimate, uniform cross-sectional area was

prescribed to all beams (~8.59 % of the total area)

In this analysis, prescribed macroscopic stiirs imposed on the boundaries of the RVE and
microscopic strains and stresses are solved iRYHe. Volumetric averaging of microscopic stresses
leads to the assessment of an average macrosegss and finally estimation of effective stiffness

parameters.

The key issue of the computation is the size of RWil application of boundary conditions around
the domain. Since the RVE size is always smallan thn infinite body, any constraints can strongly
influence the results. Application of the kinemaimundary conditions leads to the overestimation of
effective stiffness and it can give an upper bouwvitereas the static boundary conditions give a towe
bound [5]. The best solution is usually providedapplying periodic boundary conditions to RVE

which are, however, difficult to implement into covarcial codes.

Nevertheless, the influence of the boundary camaiition microscopic strains and stresses in the
domain decrease in distant points from the boundemg size of our domain (120x120 mm) allowed
us to solve the problem with kinematic boundary ditons. For homogenization, considerably
smaller region was used. Microscopic strains anessés were computed inside this smaller area
which was still sufficiently large to describe theterial inhomogeneities and to serve as material
RVE.

To determine the minimum size of the smaller araa used a rule of thumb mentioned e.g. in [6],
which states that the ratio of sample size tosie## should be greater than 6 to 7. This rule ggtan
experimental tests, where the value of Young's rusdimcreased with increasing ratio of sample size
to cell size. Mean cell size of our sample wasudated to 2.9 mm, as described in section 2.1. The

minimum size of the region was therefore set t&x 20 mm (Fig. 5).

The whole domain (120 x 120 mm) was subjected todgeneous macroscopic strain in one axial
direction E={1, 0, 0}T) by imposing prescribed displacementotee domain side (Fig. 5). The test
was performed using OOFEM software package [7]raimloscopic strains and stresses solved in the

domain. Strains and stresses (structural forcethfocase of beams, respectively) inside the smalle
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area (20 x 20 mm) were averaged and used for catipuitof the homogenized stiffness matrix (one
column in the matrix, respectively). Assuming mateisotropy, the (1, 1) member at the material
stiffness matrix is given by:

L11: E& 1)

a+v)(1-2v)
in which E is the Young's modulus andPoisson's ratio, respectively. Since the Poissatis of the
whole foam is close to zero (as confirmed by expental measurements) the L11 member coincides
with the Young's modulug. For the tension test in x-direction (Fig. 5), th@mogenized Young's
modulus was found to bE.,, = 1.11 GPa. The influence of increasing size ef ¢maller area to
Young's modulus was also studied. The size of smaltea was increased from 20 x 20 mm to
40 x 40 mnfor 5 mm and from 40 x 40 mm to 60 x 60 mm for 1®.nYoung's modulus dependence
on the size of the area is shown in Fig. 6. Catedlaalues of Young's modulus oscillate around the
fitted logarithmic curves and converge to a valiiekd GPa for the largest evaluated area. In the
calculation of larger areas can occur influencebotindary conditions. Thus, a more accurate
assessment is necessary to enlarge the size dbthain.
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(all nodes on edge) =0
___________ -
evaluated area
= (20 x 20 mm)
n & n 1] £
T Lt c o |E
-§’ C -§’ -§’ Q  evaluated area
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X O x O >0 T
o 0 oM oo
n O w0 o
T g 8T Q9
L < [T =N THEE —
8% 8s8%
_________ y_.
DOF disp y
y (all nodes on edge) =0 Au
I T+ >
L =120 mm

»

Fig. 5 2D-beam structure with prescribed boundaopditions.
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Fig. 6 Young's modulus versus size of the evaluaeal
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Such stiffnesses are comparable with the rangexméranental values (0.4-1 GPa) reported for
Alporas® e.g. by [6]). It is lower than the firsesults obtained from our currently running
experimental measurements (uniaxial compressiarote30x30x60 mm Alporas blocks) that indicate
E~1.45 GPa. The lower stiffness obtained from twosatisional model can be explained by the lack
of additional confinement appearing the three-disimmal case. Therefore, the results of the
simplified 2-D model can be treated as the firéineste of the Level || material properties whiclede
to be refined. The real confinement of a 3-D celicture can hardly be captured in 2-D computation

and leads to the necessity of the 3-D computation.

5. CONCLUSIONS

The microstructure of Al-foam was studied by imagelysis and phase properties assessed with
nanoindentation. Important parameters such asveldensity (0.0859), porosity (0.914), distributio

of cell wall thicknesses, distribution of equivaigore diameters and shape factors of pores were
determined. Two-scale micromechanical model wapgsed for the assessment of foam effective
elastic properties. Elastic parameters of cell svalLevel ) were obtained from statistical
nanoindentation results from which one dominant am& minor mechanical phase were separated by
the deconvolution algorithm. Application of anatgi homogenization schemes showed very similar
results of effective cell wall elastic propertieBLével-l = 70 GPa). This value together with
corresponding volume fraction of cell walls andympores were used in micromechanical up-scaling
to the upper level (Level Il). Effective elasticoperties of the Level Il were estimated with thenea
analytical schemes used in the Level |. Howevee, d@halytical methods do not give satisfactory
results in this case. Therefore more appropriate dimensional microstructural FEM model was
applied. Homogenized Young's modulus ranges fralh GPa to 1.4 GPa depending on the size of
the evaluated area. The estimated range of valasdawer in comparison with experimental results
(1.45 GPa). It is primarily due to the three dimenal effects (cell shape, additional confinemenX
cannot be captured in the two dimensional modeérdfore, further development of the numerical
model (influence of beam stiffness variations artkbesion to 3-D) and extending an experimental

program is planned in the near future.
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INFLUENCE OF THE HIGH TEMPERATURE ON THE
PROPERTIES OF CEMENT PASTE WITH ADDITION
OF FLY ASH

Romana LOVICHOVA !, Pavel PADEWET 2

Abstract: This paper is focused on the description of thengeaof material properties of cement paste with
addition of fly ash due to the influence of expestar high temperatures. In the cement paste wjtlagh, the
effect of high temperature causes the changes wfenb in physically bound water and the changehe t
material structure. Changes are reflected in thearial properties of the cement paste as compressirength,

tensile strength in bending.

Keywords: cement paste, creep, fly ash, compression stretegthion strength in bending.

1. INTRODUCTION

Nowadays, products that are not only made from igenonaterials have been applied more and more.
In building industry a lasting trend of using inexgive, readily available, high-quality materiatgl a
raw materials is observable. Such material is treete respectively the cement paste, in which the

fly ash is used.

The fly ash is a waste material that results frdva tombustion of black or brown coal.
Combustion method determines the type of the ftywakich is produced. The fly ash can be divided
into two basic groups, classical and fluidized. Thesssical fly ash has different properties thaam th
fluidized one. The chemical inertness of the ctzddly ash, low S@content and fine granulometry to
1mm can be mentioned as its main advantages. Thedisadvantage may be the content of heavy
metals, which depends on the type of the burnedl @ba type of the fly ash added to concrete is
mostly classical. The fly ash adds to concrete rogusitive characteristics that are applied to the
selected structures. These properties are, ther lbeat of hydration development, lower density,
comparable to or better than the material propexieconcrete without the fly ash, secondary CSH

gels hydration arising in concrete.
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The fly ash is generated by coal combustion at teghperature. The cement is also produced at
high temperature. These characteristics may pradiete the use of concrete with the fly ash in the
fire-resistant structures. The porous structurthefcement paste with the fly ash can better draim
water from the material. So there is no rapid egmanof a steam in a fire and the structure is not
damaged by this process quickly. The work deald wlie influence of high temperatures in the

cement paste on the moisture status.

2. MATERIAL PROPERTIES

As has been discussed in the introduction, the rtapbmaterial properties are compressive strength,
tensile strength and elastic modulus. Changeserpthperties of the cement paste [1] with fly ash t
pure cement paste can be documented on those garaniZensity of the fly ash is significantly lower

than the density of cement. It moves around 906kg/

Compressive strength is a property determined tl@uniaxial compressive tests, the specimen
is loaded by the centric force. Maximum compresssteength and loaded areas of specimen

determines the size of the compressive strength.

Tensile bending strength is determined from anotlype of the material test. The most
commonly used test is the three-point bending st specimen with defined cross section area is
loaded in the middle of the span by the increasimge to the failure. Tensile bending strength is

calculated from the dimensions of specimen, digariche supports and achieved load.

The modulus of elasticity is significant characttd determined from the compressive stress
and the deformation during loading. It is most oftietermined from pressure tests, as the secard val

in the 1/3 of the strength and the correspondirajrst

Fracture energy is a property of a given size efaghergy required to breach the specimen. It is
determined from the three-point bending test. Theree several methods for its determination. All
methods are based on measurement of deformationvariital forces on the specimen. Each
specimen has the notch in the middle of the spaesd@ properties are important for the design of

structures in terms of capacity [3].

Its outstanding features are the water absorptiohparosity. The fly ash is a porous material of
high hardness. The paper compares the above-medtioaterial properties of the dried and saturated
specimens.

3. MATERIAL TESTS

The cement paste containing the fly ash is a homemes material. Homogeneity of the material

allows the use of small specimens for testing. $ize of the specimens 20 x 20 x 100 mm was
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chosen for the experiments. For production, theetdrpaste made from water and Portland cement
CEM 1 42.5 R was chosen initially. Water-cementadior the preparation of the cement pastes was
selected 0.4. The consistency of the cement pastauid, well-workable and does not need a

plasticizer used for preparation.

The same water-cement ratio was used for the ptiotuof the cement paste with the fly ash.
The ratio between the amount of cement and thadstywas 1:1. Specimens were produced in the steel

molds with precise dimensions.

After concreting, all specimens were stored in ¢ewhath. Testing was performed at the age of
one and three months. The article presents thdtsesfuthe test after 28 days. By the time the test
specimen was stored in a water bath. Before testperimens were removed from the water bath and
divided into two groups — dried specimens and wsdturated specimens. All specimens were loaded
by high temperatures. They were selected for gstin20, 150, 200, 250, 300 and 450 °C. After
removing specimens from the water bath followedh®rmal loading, the specimens were heated to a
specific temperature at 100 °C / hour. Subsequgethtéytemperature was defined by specimen heated

for 24 hours and then the temperature was naturatiied to 20 °C.

Saturated specimens were brought back into therath and left there two days before testing.
The compression strength was tested on six spesinidme specimens were prepared from the three
solids, they were cut into two equal parts of tlegght 50mm. Specimens for the test in tension in
bending were used in the original size and theyewearked by the number 5. The modulus of

elasticity was measured when the compressive dtreest was realized.

Each specimen was loaded 3 times to 1/3 of theatag@estrength and then the compression test
was carried out. The fracture energy tests wengechout during the experiments. Four specimens in

each group were provided with the notch to hathefheight of the cross-section.

4. COMPARISON OF PROPERTIES

First of all it is possible to compare the volumensity. Table 1 shows the volume density of the

cement pastes without admixture and with admixadrde fly ash.

The table shows a gradual reduction in volume dgie$ithe cement paste without the fly ash.
The heating of the specimen at 300 °C will redineeviolume density of 400 kgfmConversely dried
specimens containing fly ash still have the samesitle although the temperature was raised to
300 °C. The Table 2 shows the change of volumeityenissolids, which were heated to the specified

temperature and then refunded for 2 days in themnwat

Volume density of saturated solids mixed with fhavas 1750 kg/m
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Tab. 1 Properties of specimens before testing.

Temperature| Volume density Volume density of
(°C) of pure cement | cement paste with fly
paste (kg/m) ash (kg/m)
20 2058 1322
150 - 1339
200 1700 1303
250 - 1340
300 1604 1324
450 1625 1305

Significant reduction of volume weight is seen é@ment paste containing the fly ash. A very
significant difference is obtained by comparing tl®ues for the pure cement paste and the paste
mixed with the fly ash in the dry state. The diéiece reaches almost 700 k&/m

The compressive strength of the specimen can hdedivinto two groups according to the
content of the fly ash. In Table 2, we can see mpasison between the cement paste tested after
heating and the cement paste with the fly ash, lwhias tested in the water-saturated state ancein th
dried state.

Tab. 2 Compression strength of the dried specimens.

Temperature| Pure cement paste Cement paste with fly | Cement paste with fly
(°C) (MPa) ash — dried (MPa) ash — saturated (MPa)
20 60.03 34.33 24.68
150 86.85 28.39 22.42
200 86.92 29.19 20.08
250 - 27.82 27.62
300 66.49 24.57 30.83
450 15.73 14.11 23.27

The cement paste shows increase of the strengttO@fC. Change comes at increasing
temperatures up to 450 °C, which significantly éases the compressive strength of 75 % of the
strength of 66.49 MPa at 300 °C.

Table 2 shows the compressive strength of satusgtecdimens and specimens prepared with the
fly ash too. The saturated specimens have initlallyer strength of 10 MPa in comparison with the
desiccated specimens. At a temperature of 250H€ strengths of dried and saturated specimens
mutually correspond. For saturated material thength at 300 °C was increased compared to the
values at 200 °C. Conversely dried specimens shmtaimed slight decrease of the strength from
the outset. A significant change occurs at 45QK€ dried paste has a significantly lower compressi

strength than the saturated paste.
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A very interesting result can be seen from compar the strength of the cement paste and the
cement paste mixed with the fly ash. The testedratsd paste with the fly ash has the strength
7.5 MPa higher than the pure cement paste.

Comparison of the development of the compressiength of the cement paste containing the

fly ash is shown in Figure 1.

Cement paste with fly ash

40

3

25 | 5
20 ¢
15 | ——Dried

10 ——Saturated

Compression strength (MPa]

0 100 200 300 400 500

Temperature {°C}

Fig. 1 Compression strength of the cement paste v fly ash.

The results of the tensile strength in bending sttiewn in Table 3. The table compares
the strength of the dry cement paste tested at teigiperature and the dry cement paste mixed with
the fly ash.

Tensile strength in bending of the cement pastenioates at a temperature of 200 °C.
Conversely dried cement paste with fly ash has istergly decreasing character of the tensile
strength. Initially, the strength value for pastesh the fly ash is higher than in case of the pure
cement paste.

Tab. 3 Tensile strength in bending of the cemestepaand the cement paste with the fly ash —
dried specimens.

Temperature| Pure cement paste Cement paste Cement paste
(°C) (MPa) with fly ash — with fly ash —
dried (MPa) saturated (MPa)

20 2.69 7.48 5.70

150 - 6.36 4.19

200 6.06 5.52 3.79

250 - 5.08 3.98

300 1.89 5.56 3.13

450 0.30 - 2.48

The ratio between the compressive strength andtehsile strength in bending is very

interesting. For example, at 200 °C, the compressivength of the pure cement paste is 14 times
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greater than the tensile strength in bending. Rerdried cement paste with the fly ash, this riio

significantly lower, namely 4x.

As shown in Table 3, the declining trend in thestlenstrength in bending is observable also in
the saturated specimens with the fly ash. In tagecthe ratio of the compressive strength andifédx

strength is slightly higher than for the dried spems, specifically 5 times.

Cement paste with fly ash

\;‘ ——Dried

——Saturated

Wosom e N

]
|

Tensile strength in bending (MPa)

0 100 200 300 400 500

Temperature {°C}

Fig. 2 Tensile strength in bending of cement pastie fly ash.

5. SUMMARY

The fly ash as a waste material in the construdtidnstry has consolidated. As shown in the paper,
the material made from the fly ash reaches compapayameters such as the cement paste made from
the Portland cement. The positive trend is reflbitethe long term, when the properties of the agme
paste with addition of the fly ash are improvindieTcement paste mixed with the fly ash changes
material properties with increasing temperatureesehchanges are not as dramatic as in the case of t
cement paste without any additions. The perspediitee use of the fly ash in the structures o fir
protection is very interesting when the cement nltevith the fly ash reaches the same or better

properties than the pure cement paste at elevenepkrature.
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CALIBRATION OF AFFINITY HYDRATION MODEL USING
ARTIFICIAL NEURAL NETWORKS

Toméas MARES! Eligka JANOUCHOVA 2,
Anna KUCEROVA3

Abstract:  This contribution presents different strategies for apglion of neural networks in calibration of
affinity hydration model and discusses their possible athges and drawbacks. Precision of described methods

is illustrated on simulated as well as experimental data.

Keywords. artificial neural networks, model calibration, affinity hiedion model, cement paste

1. INTRODUCTION

Development in numerical modelling provides the posdibit describe a lot of complex phenomenain
material or structural behaviour. The resulting models laoavever, often highly nonlinear and defined
by many parameters, which have to be estimated so as to prajescribe the investigated system
and its behaviour. Basically, there are two modes of paramdentification - forward and inverse.

Forward tends to be more robust. Advantage of inverse modenigputing efficiency and ease of use,
however approximation of inverse mapping from model outplits parameters is hard task, since its
existence is not guaranteed. Within the several last de¢adet of attention was paid to soft computing
methods such as artificial neural networks (ANNs). ANN carapplied in both modes of parameter
identification, in inverse mode as approximation of mergabimverse mapping. In forward mode as

approximation of numerical model itself, in order to incge@omputational efficiency.

2. ARTIFICIAL NEURAL NETWORK

Artificial neural networks (ANNSs)[1] are powerful computatal systems consisting of many simple
processing elements - so-called neurons - connected trgetperform tasks analogously to biological
brains. Their main feature is the ability to change theirébédur based on an external information that

flows through the ANN during the learning (training) phase.

In particular, type of ANN we used was a fully connected feedfrd neural network with logistic
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sigmoid transfer function. Parameters of ANN - so calledagyit - were optimized by conjugate gra-
dients. Simple adaptation algorithm was employed in ordexchieve appropriate number of neurons
in hidden layer. It starts with one hidden node, performsnlieg with several restarts, chooses ANN
with lowest validation error and adds another node. Thisg@dare continues until overfitting occurs or
synaptic weight given by number of training data limit is metnally, the resulting architecture with
the lowest average error on validation set is chosen. Theitivey was indicated by fulfilling following

inequality:

Ev,n
Ev,n—l

> 0.99, (1)

whereE, ,, is average error on validation set withhidden nodesE, ,,; is error on the same

data, calculated in the same way, but with- 1 hidden nodes.

2.1. Affinity hydration model

The affinity model provides a simple framework describirigsiges of cement hydration. The rate of

hydration can be expressed by the temperature-independenalized chemical affinityi(a) [2]

5 e (-5 ) @

whereq stands for the degree of hydratidhjs an arbitrary constant temperature of hydratiBns the

universal gas constarg.14 Jmol-'K—1) and E,, is the apparent activation energy.

For the hydration heat prediction, an analytical form pnéseé in [3] is used:
~ B
Ale) = 81 (22 +a) (o~ @)exp (1) G
Qoo (07e%)
whereB; and B, are coefficients related to chemical compositiog, is the ultimate hydration degree
andq represents microdiffusion of free water through formedrayes. Then a curve of the degree of

hydration development can be obtained by the numerical integration of equation (3)

2.2. Data preparation

Since the bounds for model parameters vary in orders, onermatoy the expert knowledge about the
parameter meanings and before preparation of trainingidataform them into standardised parameters
€ [0;1]. The bounds for affinity model parameters together withetielations to the standardised

parameterg; are given in Tab. 1.

In the space of standardised parameters we prepare a déggpesiments havind00 samples
based on Latin Hypercube Sampling optimised with respeatadified L, discrepancy. In [4] it is
shown that such an experimental design has a good spang-filoperty and is nearly orthogonal. For
each design point we perform a model simulation to obtainradlguof 100 curves for the degree of

hydrationa(t), see Fig. 1.
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Tab. 1 Bounds for affinity model parameters.

Parameter Minimum Maximum Relation
By 106 107 p1 =logB; — 6
B 1076 1073 p2 = (log By +6)/3
gl -12 -2 p3 = (=11—2)/10
Qoo 0.7 1.0 ps = (oo — 0.7)/0.3

Fig. 1 Bundle of degree of hydration curves obtained for giegioints.

Since the model response is represented by the degree d@tioydbeing a function of the time,

the time domain is discretized ini®9 steps uniformly distributed with the logarithm of the time.

Results of the describer)0 simulations are also used as training data for ANNs. Then|aht
preparatory step concerns the generation of validatioa fdatevaluation of particular ANN’s architec-
ture (i.e. number of hidden nodes) and testing data for fissgssment of resulting ANNs. For each of

these data sets we raf simulations for randomly generated sets of input pararaeter

2.3. Neural network application

In overall, there are two main philosophies for applicatadPANN in identification problems. In a
forward mode/direction, the ANN is applied to approximdite model response. The model calibration
then turns into a minimisation of distance between the ANM&dictions and experimental data. The
efficiency of this strategy relies on the evaluation of tlaned ANN to be significantly much faster than
the full model simulation. Here the aim is to approximate ¢heve of hydration degree. This can be
done in two different ways. First is based on approximatibmodel as a whole, i. e. mapping from

parameters accompanied by time to degree of hydration.n8acses several networks to approximate
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degree of hydration for given values of time (this scenatiiblve called fowardSplit in further text). In

particular, the sequence tf time steps used in our experiments;is= (15, 30,45...,195)

In the inverse mode, there is problem how to represent cusiese usage of99 dimensional
vector as ANN input is impractical. There are again sevgrtibos how to deal with this fact. Straight-
forward way is to make expert choice of some important tinepstased on the result of sensitivity
analysis. Here we have chosen the following time steps (38,58, 78,...,178). More sophisticated
approach is to employ some dimensionality reduction metfadexample principal component anal-
ysis, but some expert choice is heeded here as well. In codareserve intrinsic influence of model
parameters to its response, the data are only mean centtatbainormalised. For our task, the PCA
produced only six components with relative variance highen0.5% and thus only these components

were used as inputs for inverse mapping approximation.
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Fig. 2 Sensitivity analysis results.

2.4. \Vferification of model calibration
In order to evaluate the quality of particular ANNS, the tieka errorse are computed for training,
validation and testing data according to

_ >, 10 — T} )
I(Twax — Tinin) |

whereQ; are the ANN outputsT; are the target values (i.ex in case of the forward mode ang in

case of inverse model,is the number of samples in a given data set (training, viatidar testing) and

Tmax, Tmin are the maximal and minimal target values in training datarespectively. The validation

and testing data sets consistofx 199 samples.

We also have to compare the quality of identification procesuWhile in the inverse mode the
ANNSs predict directly the values of model parameters, inftvevard mode we have to perform an

optimisation of the parameters minimising the distancevbeh the ANN prediction and target model
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response:

Z (O(tm) - a(tm))z ’ (5)

m=1
whereM = 199 is the number of model response components. The optimisptincess is governed
by the GRADE evolutionary algorithm, see [5] for details abthis method. The optimisation process
was performed for all validation and testing data and thatiked errorss according to equation (4) for
parameter predictions were then computed for all the ifleation modes. The obtained results are
listed in table 2. To assess the quality of identificatiorcprure in terms of model response, the model
simulations were performed for all sets of identified parerseand the relative errarwas computed

between the obtained responses and the original targetrresg. These results can be seenin Tab. 2.

Tab. 2 Results of identification procedure in relative eso{%)]

b1 D2 b3 y2 (]

valid test | valid test | valid test| valid test| valid test

Forward 7.70 7.39| 11.56 14.83| 452 3.61| 1.88 1.86| 0.60 0.52
ForwardSplit| 2.03 1.78/ 0.54 0.75| 1.30 1.04| 0.05 0.06| 0.18 0.16
InvPCA 595 6.57| 798 13.25| 2.22 2.34| 0.23 0.31| 0.63 0.74

InvExpert | 1.40 1.26/ 1.09 263| 290 2.72| 0.10 0.16| 0.39 0.35

It can be seen, that easier and more straightforward appesachieved better results especially
in terms of parameter values

2.5. Validation of model calibration

The previous section was focused on mutual comparison opttheented identification strategies on
simulated data. However, a complete comparison has todadheir validation on experimental data.
To that purpose we used the curve of hydration degree olstdinésothermal calorimetry for a cement
“Mokra” CEM 1 42.5 R taken directly from Heidelberg cemenbgp’s kiln in Mokra, Czech Republic
[3].

In general, validation does not allow for a comparison imtepf parameters value, because these
are not known a priori. Nevertheless, the simplicity andfdst simulation of affinity hydration model

permit a direct optimisation of model parameters withowtianorporated approximation and the result-

“The parameters of GRADE algorithm were set to pool_rate sadioactivity = 0.33 and cross_limit = 0.1.

The algorithm was stopped afted000 cost function evaluations.
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ing optimal parameter values can be compared with the sesbttined using the ANN approximations
Cost functions were formulated in following way:

M

Fl _ Z ((X(tm) _ aMokra(tm))Q 7 (6)
m];l

Bro= Y faltn) - aMo(t,)], ™)
m=1

whereM = 199 stands again for number of discretized values of hydratemree «(¢,,) is the model
response and°<(t,.) are the interpolated experimental data. We applied agaiiGRRADE algo-
rithm with the same setting as in the previous section tommise the both cost functions (6) and (7). The

obtained parameter and cost functions values are writtdalin 3 and the resulting degree of hydration

Tab. 3 Parameter values identified on experimental datainbtafor “Mokra”’cement.

Method p1 P2 P3 P4 F F

Directl 0.856 1.000 0.208 0.053 0.002 0.336
Direct2 0.858 1.000 0.208 0.050 0.002 0.271
Forward 0.922 0.911 0.339 0.051 0.135 2.333

ForwardSplit 1.000 0.859 0.380 0.070 0.145 2.85
InversePCA  0.875 0.740 0.133 0.052 0.102 1.898

InverseExpert 0.736 1.100 0.124 0.051 0.023 2.850

curves can be compared with experimental data in Fig. 3.

Subsequently, the both forward and inverse modes of ideatiéin were applied to the exper-

imental data using the prepared ANNs. The identified pararseire again written in Tab. 3 and
corresponding simulated degrees of hydration are plottédg. 3.

Surprisingly, validation results do not correspond fulbyvierification results. There is obvious
error increase in both forward identification approachgsd&tail comparison, we found out, that part
of experimental data lies outside bounds defined by data fase&NN. This problem was solved by
introducing 5 time steps offset, which moved experimentdhdack to boundaries. Resulting param-

eters and errors can be seen in Tab. 4 and on Fig. 4, one chnhaasirve increased precision of all
identification procedures.
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Fig. 3 Comparison of experimentally obtained degree of &iidn for “Mokra” cement with simulations

for directly optimised model parameters (left). Resultsaoted with varios usages of ANN (right)
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Fig. 4 Part of original data for "Mokra" out of bounds (leftResulting curves after moving original data

5 steps forward

3. CONCLUSIONS

The presented paper tries to review possible applicatibastificial neural networks in calibration of
numerical models. The basic identification modes are desdiin details: the forward and the inverse.
Their advantages and drawbacks are illustrated on cabbrat affinity hydration model. Verification of
the procedures is performed usiB@independent testing data obtained from numerical sirmariatand
experimental data obtained for cement “Mokra” CEM | 42.5 R subsequently employed for the vali-
dation of the presented methods. The main advantage ofwbesmapproach is an easy application to
new measurements. The computationally consuming andudiffiart concerns the ANN development
which has to be done only once. However the validation on rxatal data revealed the importance

of knowing a priori the parameter bounds because of ANNs prtapolation abilities.
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Tab. 4 Parameter values identified on experimental datainbthfor adjusted experimental data

Method p1 P2 p3 2 F Fy

Directl 0.647 1.000 0.208 0.053 0.002 0.332
Direct2 0.650 1.000 0.207 0.050 0.002 0.268
Forward 0.718 0.958 0.255 0.038 0.017 1.114

ForwardSplit 0.816 0.757 0.265 0.052 0.021 0.891
InvPCA 0.768 0.706 0.173 0.050 0.077 1.619

InvExpert 0.571 1.098 0.186 0.050 0.005 0.423
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COMPARISON OF MAXIMIN LHS DESIGN STRATEGIES
Eva MYSAKOVA !, Matéj LEPS?

Abstract: The paper is focused on methods for designs of experiments (DoEs). We are interested in LHS designs
of experiments in multidimensional regular design spaces within hypercubes. The main objective placed on the
designs is their space-filling property. The quality of resulting designs is measured by Euclidean Maximin distance
(EMM). The paper presents several methods that use hill climbing or simulated annealing algorithms. It also

provides a comparison of their computational demands and quality of resulting designs.

Keywords: design of experiment, space-filling, Latin Hypercube Sampling, maximin, simulated annealing

1. INTRODUCTION

The designs of experiments (DoEs) constitute an essential part of the development of any meta-model
(surrogate) [1, 2]. The aim is to gain maximum knowledge from a given system with a minimum number
of evaluations. Since we assume that the final meta-model is a priori unknown, the design should be
spread over the domain as uniformly as possible. The effectiveness of such DoE can be measured by
several criterions aiming mainly at orthogonality or space-filling properties. See references [3, 4] for
orthogonal and sources [5, 6] for space-filling criterions. We have selected the Euclidean Maximin
distance (EMM) for its simplicity and easiness in visualization. The EMM is the minimal distance out
of all distances between any two design points and is to be maximized. The use of this metric is suitable
for classical real (physical, chemical, biological, etc.) experiments as well as for virtual experiments
called simulations (e.g. army’s combat scenarios). We introduce several methods that create designs
with a fixed, predetermined number of design points in Section 2. Section 3 then presents results and

conclusions.

2. METHODS

In this section several methods are presented. Note that designs are created in a unitlesss domain (0, 1)",
where n is the number of dimensions; the real designs are created by linear transformation to user-

specific bounds.
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2.1. METHOD STANDARD_LHS

The Latin Hypercube Sampling (LHS) is one of the most popular space-filling algorithms, although its
resulting space-filling properties can be very low. In the LHS, each variable (dimension) is divided into
n intervals, where n is a number of desired design points. In each interval, a point is placed randomly
(property smooth on) or in the middle of the interval (property smooth off in MATLAB.), inde-
pendently for each variable. There is only one point in each interval of each variable (dimension). This
leads to a regular DoE, see e.g. Figure 1. The worst LHS design is such that all points lie on a diagonal
(Figure 2). This design has bad both, space-filling properties as well as high correlation. To solve this
deficiency, the simplest solution is to create a brand new LHS design, i.e. an application of “a brute
force method”. This is used for example in MATLAB environment within the 1hsdesign routine’.

Hereafter, we denote this method as standard_LHS.

1 1

0.9 O 0.9 O
0.8 0.8
0.7 O 0.7 O
0.6 0.6
= 0.5 O = 0.5 O
0.4 0.4
0.3 O 0.3 O
0.2 0.2
0.1 @) 0.1 O
O0 0.1 02 03 04 05 06 07 08 09 1 O0 0.1 02 03 04 05 06 0.7 08 09 1
*1 ¥
Fig. 1 LHS design - 2 variables and 5 points. Fig. 2 Improper LHS design.

2.2. METHOD RANDOM_RANDOM_EXCHANGE

A bad LHS design (from the view of EMM metric) can be also improved by changing the positions of
individual points (with preservation of LHS properties - i.e. “sudoku rules” in 2D), see e.g. references
[5, 7] for more details. Two points and one variable are selected and then the corresponding coordinates
of selected points are exchanged. All three selections are random. At each iteration, we accept only
a successful step (rise of EMM value), and therefore, we can denote this method as the random Hill
Climbing algorithm. As we can see in Figure 3, only exchange with one of critical points (points with

minimal interpoint distance - EMM) can be successful - this is guaranteed in the next method.

3With the default settings, MATLAB generates 5 samples and the best is introduced to a user.
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Fig. 3 An exchange of two random sample points (here in coordinate x2). Red line shows EMM. This

change does not lead to a rise of EMM value, therefore it will not be accepted.

2.3. METHOD RANDOM_CMIN_EXCHANGE

Since we know, which pair of points (or more pairs of points - particularly with property smooth off)
creates the worst value within the EMM metric, we have applied heuristic procedure, where we try to
change the position of these critical points (i.e. to destroy the existence of that too much close pairs).
The algorithm is changing one (randomly chosen) coordinate of a critical point (it is chosen randomly,
which point from the pair is going to exchange) and one randomly chosen point until an improvement

occurs - the EMM value rises. After that new critical points are found and the process is repeated.

2.4. SIMULATED ANNEALING (SA)

Simulated annealing is frequently used algorithm [8, 7, 9], which seams to be suitable for the use with
above described methods. The algorithm is based on an analogy with annealing of steel to remove the
imperfections in its structure. It is efficient for its ability to leave the local optimum. The algorithm
enables acceptance of a worse then the best so far reached solution. Then better local optimum or even
global optimum can be found. A worse solution is accepted with certain probability which depends on
a parameter called temperature. In accordance to the speed of convergence the temperature is reduced
which also reduces the probability of acceptance of a worse solution. Figure 4 shows the example of the

history of one run of the algorithm.
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Fig. 4 Simulated Annealing. Red line shows the best EMM value reached during the run.

2.5. ITERATED LOCAL SEARCH WITH PERTURBATIONS

This method presented and described in [10] is also based on changing of design points coordinates.
However, points and coordinates for exchange are not chosen randomly but systematically in a “local

search” part of the algorithm. When all possibilities of successful exchanges are exhausted the pertur-
0.09

R i

0.06 i

= 0.05- I
S 005

0.04 M

0.03+ H

0.02 i

0.01 ! ! ! !
0 0.5 1 1.5 2 2.5

. . 5
iterations x 10

Fig. 5 Iterated local search with perturbations in 2D. The figure shows actual EMM value in each
iteration. It is clear that quality of design right after perturbation is very low. It rises during running of

the local search. Red line shows the best reached EMM value.
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bation phase is started. In this random part of the method, the design matrix (matrix of design points
coordinates) is slightly modified. One coordinate and a subset of consecutive design points are chosen
and the chosen coordinates of these points are “circshifted”. The motivation is to leave local optimum
reached by the local search. When perturbation is done, a new local search is applied again on that

slightly modified design. The progress of the method is illustrated in Figure 5.

3. RESULTS AND CONCLUSIONS

The algorithms were implemented in MATLAB and we present a statistic from 10 runs of each al-
gorithm. All designs have 100 design points. We use functions 1hsdesign which is included in
MATLAB?’s statistical toolbox. Interpoint distances and the EMM values were computed by an effective
algorithm from the MATLAB function 1hsdesign.

It is evident from Figures 6 and 7 that the standard_LHS cannot compete with other methods.
The methods random_random_exchange and random_Cmin_exchange reached similar values
after a sufficient number of iterations. However the random_Cmin_exchange method is better in
cases of the restricted number of iterations. Simulated annealing provides improvement in all examples,
especially for designs with property smooth off. Iterated local search with perturbations produces
very good designs. However it needs to be mentioned that only few perturbations were done in case of

5D and 10D designs in results presented here (with these numbers of iterations).

Our contribution has shown results for rectangular domains. Our next research will focus on

designs in constrained and/or irregular design spaces.

Legend for Figures 6 and 7:

= standard_LHS 100000 it.
random_random_exchange 400000 it.
"""" random_random_exchange - SA 400000 it.
random_Cmin_exchange 400000 it.
random_Cmin_exchange - SA 400000 it.
ILS + perturbations 250000 it.
""""" minimum for LHS with property smooth off
""" 2D - theoretical maximum for LHS [11]

5D - maximum for LHS reached by a periodical design [7]

10D - maximum for LHS reached by ILS + perturbation [10]
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Fig. 6 The comparison of speed (time) and quality (EMM - higher is better) of presented methods.

smooth off - the design points are placed in the middle of intervals.
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Fig. 7 The comparison of speed (time) and quality (EMM - higher is better) of presented methods.

smooth on - the design points are placed randomly within intervals.
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VERIFICATION OF COCCIOPESTO MORTAR
MICROMECHANICAL MODEL

Viclav NEZERKA!, Jan ZEMANZ,
Pavel TESAREK?

Abstract: In order to study the behavior of traditional lime-based mortars containing crushed bricks or other
clay products, known as cocciopesto, a micromechanics-based model had been proposed. The Mori-Tanaka ho-
mogenization scheme seems to be suitable for such type of composite. The mortar components were modeled as
spherical inhomogeneities, coated by C-S-H gel in case of crushed brick particles or by a layer having reduced
stiffness (interfacial transition zone) around the particles of sand. The calculated effective stiffness of the coc-
ciopesto mortar samples was compared with the experimentally obtained data. The study indicated how important

is to know the mortar microstructure and material properties of the individual components.

Keywords: cocciopesto, C-S-H coating, ITZ, stiffness homogenization, micromechanical modeling

1. INTRODUCTION

Cocciopesto is a traditional historic lime-based mortar containing, beside lime and sand, also the pieces
of crushed bricks or other clay products, such as pottery. The use of mortars manufactured according to
traditional recipes and procedures proved to be better solution than exploiting new incompatible materi-
als. Authorities dealing with cultural heritage encourage using strictly the materials compatible with the

original ones [1].

Crushed bricks were added to mortar first by Phoenicians, who were ignorant of the chemical
processes in the mortar, but they knew by experience that addition of burnt clay products can increase
the mortar durability and strength. Romans called such material cocciopesto and used it in areas where
other natural pozzolans were not available. The non-linear behavior of the mortar allows for a better

energy dissipation and that explains the extraordinary durability of some ancient structures [2].

It was found that cocciopesto exhibits a hydraulic character due to formation of C-S-H gel on the
lime-brick interface — the thin layer of the gel was reported by many papers. However, the bricks must

be made of clay and burnt at the appropriate firing temperature (which is about 600-900°C [3]).
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The goal of this work is to verify the micromechanical model proposed in [4], only with a slight
change that the concentration factors for the coated particles are found using Herve-Zaoui scheme [5].
Works of Pichler and Hellmich [6], Smilauer et al. [7] and Vorel et al. [8], provided an inspiration for the
development of micromechanical models as they exploited the Mori-Tanaka method [9, 10] on micro-

and mesoscale to estimate the effective stiffness of concrete.

2. MODEL

The mortar microstructure can be modeled as a composite consisting of a matrix, voids (v), inert materi-
als (I), such as sand, and chemically active materials (A), such as crushed bricks. All the inhomogeneities
embedded in a matrix are assumed to be spherical. The chemically active phases are covered by a coat-
ing that represents various hydration products, such as C-S-H gel. The imperfect bond between the
sand particles and the matrix is introduced into the model as Interfacial Transition Zone (ITZ), which is
formed around the aggregates also in concrete [11] (see Fig. 1). ITZ is characterized by a lower stiffness

compared to the surrounding matrix.

RVE

Fig. 1 Simplified microstructure in representative volume element (RVE) of mortars

The effective mortar properties are estimated using Mori-Tanaka method for which the dilute con-
centration factors representing the coated particles (bricks and sand) and their coating (C-S-H and ITZ)

are calculated using the Herve-Zaoui solution [5].

2.1. MORI-TANAKA SCHEME

In Mori-Tanaka scheme ([9, 10]) the strain in individual inhomogeneities is not directly dependent on the
externally applied load (macroscopic strain), but rather on a strain in the matrix, which is approximated

by a constant field.

In the special case of an isotropic matrix containing spherical inhomogeneities, the Mori-Tanaka
method also yields an isotropic overall behavior, irrespective of the spatial arrangement of the phases.
Therefore, the dilute concentration factors and the effective elasticity tensor can be decomposed into

their volumetric and deviatoric parts as follows:
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where the superscripts (0) and (r), represent the matrix and general inhomogeneity, respectively;
individual phases in the equations above are represented by their volumetric fractions, and by their bulk,
K () and shear moduli, G("). The parameters a(?) and 5(°) represent the volumetric and deviatoric
part of Eshelby tensor and can be for the spherical inhomogeneities embedded in an isotropic matrix

calculated as

2(4 — 500)

(U) o 1 + V(O) _
15(1 — ()

=———  and SO

301+ 00) )

In such case, these parameters depend only on the matrix Poisson’s ratio, (9.

2.2. HERVE-ZAOUI SCHEME

Herve and Zaoui [5] found an analytical solution for the elastic strain and stress fields in an infinite
medium constituted of an n-layered isotropic spherical inclusion, embedded in a matrix subjected to
uniform stress or strain conditions at infinity. The integration constants were found using the continuity
conditions and equilibrium of stresses on the interface of individual phases. The dilute concentration
factors for the coated inclusions can be found separately by means of their volumetric and deviatoric

parts.

The dilute concentration factors for individual layers of the spherical inclusion can be found as

@
Adil,K = F; “4)
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representing the volumetric part while the deviatoric part of the dilute concentration factor for the

inner sphere (¢ = 1) can be found as:

2
m o, 21 )
Adil,G =4 51— 9,0 By (3)
and for the other layers as
21 r(i)5 — r(i_l)s

A=A = B; (6)

5 (1 —20@)(r®> — p(i=1)%)
for ¢+ = 2,...,n. The formulation of the matrices needed for the calculation of the concentration

factors, A((fi)l K and Agi)l - can be found in the paper by Herve and Zaoui [5].

3. MATERIALS

There were two mixes prepared and tested for the verification of the model, labeled as CI and CII
(standing for cocciopesto I and cocciopesto II). These two mortars are identical, except for the binder
to aggregate mass ratio, which was 1 : 4.5 in case of CI and 1 : 3 in case of CII mortar. At the day of

testing the samples were approximately six months old.

The amount of water was just roughly calculated for each mixture and then adjusted to fulfil the
flow table workability test (slump test) requirement, which was prescribed as 15+1 cm in diameter
(according to DIN 85555). Both, CI and CII, samples had the values of flow table workability test
14.5x 14.5 cm, satisfying the requirement. The volume of air in the fresh CI and CII mortar samples

was 4.4 % and 3.6 %, respectively.

3.1. MATRIX

The binder was identical for both mixes, CI and CII, and it consisted of pure lime and metakaolin in
a mass ratio 7 : 3. The used white air-slaked lime (CL90) Certovy schody has a great purity, 98% of
CaO + MgO (97.4% CaO, 0.6% Mg0, 0.13% SO3 and 0.1% SO-) [12]. Finely ground, highly reactive
metakaolin (Mefisto L05), manufactured in CLUZ a.s. Nové Straseci, was used. Main components of
the metakaolin Mefisto LO5 are SiOy (58.7%) and AlsO3 (38.5%), KoO (0.85%), FeoOg (0.72%), TiO9
(0.5%), MgO (0.38%), and CaO (0.2%) [12].

Alongside with the mixes CI and CII also the pure lime / metakaolin paste without aggregates
was prepared to investigate its porosity, stiffness and mass development. It was found that from 1 g
of lime / metakaolin powder (mass ratio 7 : 3) produces 1.43 g of paste (i.e. the matrix). From the
preliminary nanoindentation results it was estimated that the average paste stiffness (after recalculation
due to microporosity) is approximately E(©) = 11000 MPa. Porosity of the paste was determined from
the bulk (1066 kg/m?) and matrix density (2298 kg/m?), obtained using pycnometers and its value is
53.6 %.
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3.2. AGGREGATES

The aggregates were composed of two components — crushed bricks and sand. The size distribution and

mass ratios are summarized in Tab. 1.

Tab. 1 Aggregate size distribution of sand and crushed bricks

fraction [mm] 0.063-0.125 | 0.125-0.25 | 0.25-0.5 | 0.5-1.0 | 1.0-2.0 | 2.0-4.0
crushed bricks (mass portion) 1 4 7.5 10 11 25
sand (mass portion) 10.8 43 80.6 107.5 | 1183 29.9

The bulk densities of brick and sand were experimentally determined as 2277 kg/m? and 2720 kg/m?,

respectively. Their Young’s moduli and Poisson’s ratios were found in the literature, see Tab. 2.

3.3. C-S-H GEL COATING

A thickness of the C-S-H layer at the brick interface is assumed to be about 20 um for the calculations;

the backscattered electron image of the interface can be seen in Fig. 2, which is reproduced from [13].

¥ ) o ._‘i‘.: o -5
Aeca 2 Spor My Doty -

1804V 6.071200x" BSE68 IYTEMAW .

Fig. 2 Brick interface (1) between lime matrix (L) and brick aggregate (B), reproduced from [13]

The estimate of the thickness and elastic stiffness of C-S-H gel coating was based on literature
study. For the calculation of the effective properties of cocciopesto mortars, values representing the low-
density C-S-H gel [14] were considered. The nanoindentation results showed that the low-density C-S-H
phase has a mean stiffness of about 22000 MPa [15], the density of the gel in calculation was considered
as 2000 kg/ m3, as suggested in [16] and Poisson’s ratio as 0.20. It is assumed that the created C-S-H
gel around the brick particles only fills the voids and does not consume any matrix or brick. It is in
agreement with works of Velosa et al. [17], Vejmelkova et al. [12], or Baronio et al. [2], who found a

reduction in porosity in hydraulic mortars, if the hydration products were created.
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3.4. INTERFACIAL TRANSITION ZONE (ITZ)

The cohesion (bond) between the round-shaped river sand grains and the matrix is probably far from
perfect. This fact together with the difference in elastic moduli of the matrix and sand results in formation

of ITZ having significantly lower stiffness compared to the surrounding matrix.

In case of concrete Yang [11] proposed the thickness of ITZ around the aggregates in thickness
20 pm and having the elastic modulus about 20 % to 40 % of the surrounding matrix. However, in case
of lime-based mortars and round-shaped sand the reduction of the modulus in ITZ is probably higher
and in our study we estimate its value to be approximately 200 MPa. This value gives a satisfactory

agreement between the calculated effective moduli and those obtained from experiments.

Tab. 2 Properties of individual components used for calculations

density E v source mass note
[kg/m®] | [MPa] | [-] portion [-]
matrix 2298 12500 | 0.25 - 1.014 (CI), 1.521 (CII) -
sand 2720 | 70000 | 0.17 [8] 2.718 -
clay brick | 2270 2400 | 0.17 [18] 0.408 -
voids - 0 0.25 - - 30 % of volume
C-S-H gel | 2000 | 22000 | 0.20 | [16, 15] - thickness 20pm
ITZ 2298 200 | 0.25 - - thickness 20pum

4. RESULTS AND DISCUSSION

The effective elastic mortar stiffness was determined from the experimentally measured strain during the
compression test. The test was performed on prismatic samples, having approximately following dimen-
sions: 160 x 40 x 40 mm. The length of the samples was sufficient for placement of an extensometer
and the loading was performed in three cycles. The samples exhibited slight hardening and reading from

the third loading cycle was considered in the evaluation of the effective elastic mortar stiffness.

Because of an insufficient amount of samples, the results cannot be considered as exact but they
only indicate that the sample CII is stiffer in comparison with CI (richer in aggregates). The ex-
perimentally obtained Young’s moduli for CI and CII mortar samples are nglf’eXp = 5227 MPa and
ngfie’(p = 6534 MPa, respectively. This corresponds to the results of three point bending tests per-
formed few months before the testing in compression, where the stiffness of notched beams was also

higher in case of CII mortar.

Considering the material properties of individual components as indicated in Tab. 2 the microme-
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chanical model predicts the effective stiffness of the mortar samples CI and CII to be nglf’cal = 5703 MPa
and E& = 6279 MPa, respectively. All the calculations were done in MATLAB environment and the

code can be downloaded at mech.fsv.cvut.cz/~nezerka/software.

5. CONCLUSION

The study confirms that the micromechanical modeling can despite a few simplifications, mainly in

geometry, predict the properties of cocciopesto mortars.

The authors are aware that more samples should be experimentally tested and another set of ex-
periments will be carried out soon. The mortar samples should be also composed of a smaller amount

of components for easier identification of their influence on the effective properties.

Also the properties of individual constituents, mainly their stiffness, should be further investigated
to obtain more accurate results from the calculations. Comprehensive input data should be obtained by
means of nanoindentation, including the stiffness of sand particles. Also the mercury intrusion porosime-
try should be exploited for estimation of the pore size distribution in the matrix. Consequently, the elastic

stiffness of the matrix could be estimated with a significantly higher accuracy.

The model indicated that the layers around the particles, i.e. C-S-H coating of bricks and ITZ
around the sand, plays a crucial role in determination of the effective mortar stiffness. Therefore the

areas close to grains should be also carefully investigated.
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MULTI-OBJECTIVE IDENTIFICATION OF NONLINEAR
MATERIAL MODEL

Adéla POSPISILOVA !, Matéj LEPS?

Abstract: A multi-objective formulation of a nonlinear material model identification is presented. Since the mate-
rial is tested on the basis of several tests, the multi-objective optimization with objectives for errors in individual
tests’ identification is a logic solution. Two optimization algorithms are implemented and compared. The first one
is based on mean error function and an application of the single-objective genetic algorithm GRADE. In the sec-
ond approach, for each test an error function will be defined, which allows to emphasize individual contributions

of those tests. To optimize this problem, the multi-objective genetic algorithm NSGA-II is employed.

Keywords: parameter estimation, multi-objective optimization, NSGA-1I, GRADE, clustering, data mining

1. INTRODUCTION

Parameter estimation is a branch of study everywhere, where some model of natural phenomena is
investigated. The aim is to fit the obtained test results with the outputs of the model. In this paper, the
identification of a nonlinear viscoplastic material model is introduced. The detailed description of the
model will not be presented because of non-disclosure treaty applied to the model; however, it is not

necessary for the presentation of the optimization results.

The target of parameter estimation process is to obtain unknown input parameters for the model
from known outputs (experimental or model results), i.e. to find a set of parameters which provides the

desired outputs. Four main approaches for this task can be distinguished [1]:

e A hand fitting method, called also guru method, can be used if the input parameters are directly
related to experimental results (or the user is experienced enough). Then, the fitting procedure
can be performed by hand. Unfortunately, such relation usually does not exist in modern complex

models.

e A trial and error method can be used for any inverse problem and no development of a special
estimation procedure is needed. It is an intuitive and easy iterative search process: the input
parameters are estimated until the desired outputs are found. The estimation procedure is very

time demanding in this case and a finding of a good solution cannot be guaranteed.

e Aninverse mode assumes the existence of inverse relation between outputs and inputs and searches

for this relation or its approximation. If such relationship exists and is established, then the desired

'Ing. Adéla PospiSilovd , Faculty of Civil Engineering, CTU in Prague, adela.pospisilova@fsv.cvut.cz

’Ing. Mat&j Leps, Ph.D., Faculty of Civil Engineering, CTU in Prague, leps@cml.fsv.cvut.cz
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inputs are obtained easily and fast even if executed repeatedly. On the contrary, the searching

process is very time demanding and often unsuccessful.

e A forward mode is based on minimization of a function determining the difference between desired
and estimated outputs. This approach can be used universally, i.e. if the model is capable to

provide the desired outputs, with enough time the solution will be always found.

The last method is used in this paper. Traditionally, this problem has been solved by gradient-based
optimization methods, but, nowadays, the model is often created in a program where the code visibility
is limited and therefore, the knowledge of derivatives is missing even if the function is differentiable.
Hence, the artificial intelligence methods, e.g. evolutionary algorithms, can be successfully applied
here. However, the objective functions are often multi-modal and these algorithms tend to converge to

the local optima.

There are two ways to solve this problem: the algorithm can be improved towards solving multi-
modality or the objective function can be changed. The example of the first way, strategy CERAF,
is presented in the next section. One possible approach for the second way is solving the original
optimization problem in the multi-objective space [2]. This approach for parameter estimation is inspired
by an idea of multi-objectivization presented in [3], where authors suppose that expanding the single-
objective problem to the multi-objective space gives an algorithm more freedom to explore and less
probability to be trapped in local minima. The original objective is replaced with a set of new objectives
or new objectives are added to the original one. In our approach, the viscoplastic model is tested using
several experimental setups, using e.g. tensile, compressive, cyclic or relaxing tests. Then, the multi-

objective problem is easily created by forming one objective for each of the tests.

The remainder of the paper is organized as follows: The algorithms are described in next sections,
particularly, the genetic algorithms GRADE and NSGA-II are presented. Algorithm GRADE represents
the “classical” way to the forward mode of inverse analysis and strategy CERAF helps to overcome the
multi-modal problem. Algorithm NSGA-II is multi-objective genetic algorithm used to demonstrate the
pros and cons of the multi-objective methodology. Results are presented in the fourth section together
with cluster analysis to study the results obtained by the two mentioned methods. The last section

contains concluding and future work remarks.

2. GRADE UTILIZING CERAF STRATEGY

GRADE [4] is areal-coded stochastic optimization algorithm combining principles of genetic algorithms
and differential evolution [5]. CERAF (from French CEntre RAfioactiF) is a tool for obtaining diversity
among solutions [6]. Both algorithms are available for free downloading in MATLAB and C++ versions

in the given references.

The short description of GRADE utilizing CERAF strategy is as follows. The initial population
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is created randomly within the size 2/N. The modified tournament strategy is used for selection of two
parents. The two chromosomes are chosen randomly and the one with worse fitness value (the combina-
tion of objective and constraints functions values) is discarded. This approach called elitism allows that
the best solution cannot be lost. The routine is repeated as long as the number of population has N size.
Afterwards the mutation operator and crossing operator are used to create population with N size. Mu-
tation operator is applied to the parent chromosome and is used with explicit probability - radioactivity
to create a new offspring. The number of new offsprings is not the same in each generation therefore
in average this number should converge to N * radioactivity parameter. The crossing operator is used
to create the rest of the /N number of a new population. Two parent chromosomes are randomly cho-
sen, their difference is computed and multiplied by cross_rate parameter (a random number from given
interval in advance specified by user) and added to the one with better fitness function. Afterwards the

selection follows and the whole routine is repeated with the number of generation specified in advance.

3. NONDOMINATED SORTING GENETIC ALGORITHM II

Nondominated Sorting Genetic Algorithm II (NSGA-II) was firstly published in [7]. It is an improved
approach of NSGA where the main disadvantages were high computational complexity of non-dominated
sorting. In this version of the algorithm, there is no need to sort the population in every generation; also
the original version has lack of elitism and need for specifying the sharing parameter for obtaining wide
variety of solutions. This algorithm deals with all of these disadvantages for obtaining better solution
much faster [8].

a) b)
f2 A o f2 A o

|
|
x °rank =3 b
N “rank = 2 L .
rank =1 i+1

» »
>

f1 fi

Fig. 1 Calculation for NSGA-II of a) Nondominated rank, b) Crowding distance

The first population is randomly created with a given distribution. In this work, the uniform dis-
tribution within the given range (lower and upper bounds of the parameters) is used. All individuals are
sorted into each front (see Fig. 1a). For each individual p the number of solutions 7, which dominate the
solution p and a set of solutions S, that the solution p dominates are calculated. Afterwards, for every
individual with n,, = 0 the rank = 1 is assigned. These solutions are called nondominated and create
the first front. This procedure is repeated until each individual has assigned its own rank. This means

that all individuals are placed into the fronts. Solutions with rank = 1 are dominated by solutions with
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rank = 0, are nondominated to each other and dominates all solutions with rank higher than 1. The
same rule is applied to individuals with higher ranks. To maintain diversity within the optimal fronts the
crowding distance attribute is used for all nondominated solutions. This parameter designates how close
the other solutions in the neighbourhood (see 1b) are. The bigger the crowding distance is, the better

diversity in the solutions is.

The tournament selection for choosing individuals is used afterwards. The quality of the individ-
ual is identified with very low rank and with the very high crowding distance. The more superior the
individual is, the better chance to create an offspring with its properties is. Consequently, the crossover

and mutation operators are used for creating new offspring population.

The parent as well as the offspring population are sorted again and the rank and crowding distance
are assigned to each individual. Only the N number of individual comes into the tournament selection.

This procedure is stopped after the given number of generations is evaluated.

In our work, we are using an algorithm that was implemented in MATLAB by Reiner Schulz [9].

This implementation is based on the reference [8] mentioned above.

4. RESULTS

The identification of the viscoplastic model is in the presented formulation composed of four experimen-
tal test setups. Therefore, the multi-objective version is created by four objectives, with one mean square
error term for each test. The single-objective counterpart is then created by the mean of all four objec-
tives. The next section discusses the obtained results from the multi-objective point of view, whereas the
following section is devoted to the data analysis with the obtained non-dominated points coupled with

the clustering analysis.

4.1. COMPARISON OF SINGLE AND MULTI OBJECTIVE IDENTIFICATION

When simultaneously optimizing several error functions an experimenter is usually interested in the
solutions closest to the origin. Although not exactly precise, this will be the solution with the mini-
mal mean value of all objectives that is also used as a measure of the quality in the single-objective

formulation. From this view, the best solution was found with the GRADE method
Fyest = [3.5750,3.2631,2.6103, 3.1798] (1)

attaining mean value 3.1571. The best solution from NSGA II algorithm gets only to the mean 3.3776.
However, when inspecting the whole Pareto front created from all solutions inspected during the whole
run of both algorithms, see Fig. 2, the NSGA II produced much uniform and wider set of solutions, which
is an aim in multi-objective optimization. Nevertheless, interesting part is the cardinality of both fronts,
NSGA II found approximately 1700 non-dominated solutions, whereas GRADE algorithm results are
composed from more than 6000 points. Such behavior can be explained by the ability of the GRADE

operators to find different solutions, however this cannot be generalized and can be problem dependent.
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Fig. 2 Plot of Pareto fronts obtained from multi-objective NSGA-II (orange diamonds) and single-
objective GRADE algorithms (green circles); individual boxes show two-dimensional projections, i.e.

the first box is the plot of f1 vs fo, the second is f1 vs f3, etc.

4.2. DATA ANALYSIS

Next, we analyze the union of results obtained by both methods to gain more knowledge of the given
identification problem. Firstly, the so-called ideal objective vector can tell us, how far we can get on
individual objectives. The ideal objective vector is created by coordinates of minima of all objectives, i.e.
Figear = [min(f1),--- ,min(fs)], here Figeq; = [3.281,2.5573,1.055,2.0970]. The first coordinate
which is closed to the first coordinate of Fj.s reveals that we cannot expect bigger improvement by
optimizing the first objective. This is also nicely documented by the almost straight part of Pareto front

projections in the first line in Fig. 2. Other objectives offer a place for improvements, with the attractive
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third objective, where the minimum is more than twice lower than the value in the best point. Another
interesting point is the shape of Pareto front projections. Upper left corner and lower right corner of
Fig. 2 suggest that the first and the second objectives are slightly and the third and the fourth objectives
are highly correlated. Opposite is true for the first and the second against the third and the fourth

objectives, respectively, where the projections show typical antagonistic shapes of Pareto fronts.

15 15 20
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5 * 5
0 0 0
0 10 20 20 20
15 20
10
10
5
0
20 20

0 10 20

Fig. 3 Pareto front of clusters; light blue is the cluster closest to the origin.

4.3. CLUSTER ANALYSIS

Next, we investigate properties of resulting solutions using a k-means clustering analysis [10] available
in Matlab. Clustering is a tool for data mining that tries to find similarities among data and to sort huge
amount of data into categories. Since the important part is formed by the solutions closest to the origin,
the k-means clustering have been performed in the objective space, see Fig. 3. The light blue cluster is
the cluster closest to the origin. The plot of the histograms of individual variables forming this cluster,
see 4, reveal that the majority of the solutions are on the boundary of the admissible domain, particularly
at x1, x9 and x12. The plots also show that the best single-objective solution is rather isolated, which is

nicely visible on the histogram of z; variable.

184



Nano and Macro Mechanics 2012 Faculty of Civil Engineering, CTU in Prague, 2012, 20" Septemeber

X X, X, X

1 2 3 4
1=5.02, 6 =0.11 11 =134.25, 6 =6.40 11=6.29, 5 =0.18 11 =18.64, 5 =2.29
100 100 100 100
80 80 80 80
60 60 60 60
40 40 40 40
20 20 20 20
0 0 0 B 0
5 10 15 20 60 80 100 120 140 160 180 4 6 8 10 10 20 30
XS ><6 X7 XS
1 =1113.94, 6 =38.79 11 =7.476-002, o =8.84e-003 1 =21.60, 5 =1.24 1 =18.19, 6 =2.13
100 100 100 100
80 80 80 80
60 60 60 60
40 40 40 40
20 i 20 20 20
0 0 0 0
600 800 1000 1200 4 102 10 20 30 10 20 30 40 50
XQ >(10 Xll le
11 =1.66€-006, & =2.55e-006 11=8.00, 6 =1.30 11 =51.38, 6 =8.23 11 =1.87e-006, o =7.12e-006
100 100 100 100
80 80 80 80
60 60 60 60
40 40 40 40
20 20 I & 20 I 20
o™ - , 0 0 0 e 4 2
10 10° 10° 5 10 15 20 40 60 10° 10° 10

Fig. 4 Histograms of the best cluster from Fig. 3 together with the highlight of the best solution (green
dashed line).

5. CONCLUSION

The comparison of the single-objective and multi-objective identification of the material parameters for
a viscoplastic model has been presented in this work. The classical single-objective genetic algorithm
GRADE was compared with the multi-objective algorithm NSGA-II. It was expected that the best so-
lution closest to the origin will be found by the GRADE algorithm and that the NSGA-II will produce
wider Pareto front. Both statements were confirmed. However, the richness of the Pareto-front produced
by the GRADE algorithm was surprising. This is mainly caused by the aim of the NSGA-II to cover as
wide space as possible and by withdrawing of too closed solutions from the front. Finally, the investi-
gation of the resulting histograms of the cluster of solutions closest to the origin suggest to widen the
given bounds since a majority of the solutions lie on the boundary of the admissible space. To sum it up,
the single-objective optimization approach is recommended for the search for the best solution, whereas

the multi-objective for the deep search through the space to obtain diverse solutions.
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EVALUATION OF MATERIAL PARAMETERS FROM
THREE POINT-BENDING TEST ON NOTCHED BEAMS

Michal PRINOSIL?, Petr KABEL E?

Abstract: Three-point bending test performed on notched bisaanstandard method for evaluation of fracture
energy of materials. For evaluation of other makeparameters, like Young‘'s modulus of elasticityg daensile
strength, it is necessary to perform other testsis Tarticle deals with the estimation of tensile tengl

parameters of lime mortar from just three-point diexg test on notched beam using numerical simuiatio

Keywords: three-point bending test, notched beam, fractuergy tensile strength, LHS method

1. INTRODUCTION

At the present time there is a lot of building mizls on the market. Their effective utilization
depends on information about their properties andlitions for which the materials were developed.
Development of materials and testing methods gal frmhand and with a little exaggeration there are
SO0 many test methods as materials. These are \wdtgrspecific experiments designed for evaluating
one or two material parameters. One example i®{point bending test on notched beams proposed
by RILEM [1], which is proposed to obtain fracturrergy of quasi-brittle materials. The experiment
consists in bending of a beam in which the craaktsto spread from a notch and fracture energy is
calculated as the total work required to breakitbem divided by the cross-sectional area of thenbea

above the notch.

Although the experiment is based on crack propagatue to tensile effects in nature, we don‘t get
information about other tensile characteristicsghsas tensile strength and Young's modulus of
elasticity. To obtain these important parameteris mecessary to perform other experiments. Each
such experiment is time consuming and to perforimig necessary to prepare tens of specimens. Thi
corresponds to the demands on material, storagéeatidg machines. However, if it is possible from
one experiment to derive more material parametsirsgunumerical tools, the entire process will be
simplified, which could bring obvious benefits. Thejective of this work is to determine tensile
characteristics like fracture energy, tensile giterand Young's modulus of elasticity of lime marta

from the three-point bending test with notched beaimg numerical tools.
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2. THREE-POINT BENDING TEST WITH NOTCHED BEAMS

In our research we are interested in developmenteof lime based mortar reinforced with short
fibers, which is applicable for the repair and n@mance of historical monuments. Material design is
based on the concept that the strength of fibelgbrg is higher than the tensile strength of theeli
matrix and material fractures in the form of finstdbuted cracks. This effect is known as multiple
cracking. In order to fulfill the conditions of nmiydle cracking [2], during material design it is
necessary to know the micromechanical parametearslfidual components of composite, especially
those characterizing the reinforcing fibers, limeatrix and the interface between these two

components. This work is further focused on thduatan of material parameters of the lime matrix.

2.1. TESTING SET-UP

Design composition of lime mortar is based on ttevipus research of lime composites [3] and on the
methodology and material engineering of tensiledéaing composites ECC [4]. As the binder,
hydrated air lime powder was selected and finetqusand was used as the filler. The granulometric
curve corresponds to design by Dinger-Funk [5] withximum particle siz®.x = 0.3 mm. The
volume ration of binder and filler was 1:3 and water/binder ratio was 0.24 I/kg. From this mixture

a set of prism beams was made with size 40x40x180 Before testing they had been stored for
7 months in room conditions in order to reach ¢altbonation and material parameters were stabilized
on their final value [6]. After that the beams wecat into specimens with dimensions of
12x12x80 mm. A notch 1 mm wide was cut into eackcigpen. The notch length corresponded to
35+50% of the specimen's height. All dimensionsevereasured and recorded for further processing.
The support span was 59 mm (Fig. 1). The experiahgmbcedure was based on the work of fracture
method, which is also used in the RILEM recommeioddtl]. The tests were performed by means of
the MTS Alliance RT/30 machine. Loading was com¢mblby the crosshead displacement, which was
applied at the constant rate of 0.025 mm/min. Tp@ied force and the crosshead displacement were

continuously recorded.

Fig. 1 Testing set-up
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2.2. EVALUATION OF FRACTURE ENERGY BY THE WORK OF FRACTURE METHOD

Figure 2 shows results of the three-point bendesj with notched beams in the form of the load-
displacement diagrams. From these results theuraeinergyss was determined as follows. First, the
tails of the load-displacement curves were exti@pal to the point where they intersect the horedont

axis with displacement,. Then the work\; of external forcd® was calculated as:
W, = [ Pdu (1)
0

and the fracture energy in the ligament is defiagd

W, W, (2)

Gf -  =__ -
Aig b(a_ao)

whereAq is a cross-sectional area of ligament anslwidth of beama is height of beam anal is
depth of notch. Due to the small size of specimd#res effect of self-weight was neglected. From the

results shown on Fig. 2 we obtained the averageewal fracture energ®; = 2.41 J/rh
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Fig. 2 Load-displacement diagrams from the threayploending tests with notched beams

3. NUMERICAL MODELING

In order to evaluate the tensile strenfjththe cohesive traction-separation relationship dadng's
modulus of elasticityE,, a numerical model was created in finite elemerftwewe Atena [7].
Individual cracks were represented using the crhaakd approach. Cohesive relationship, which
relates a bridging stress to a crack opening disphent, was considered as bilinear (Fig. 3) and was
represented by parametégss,, pX andpY (Fig. 3). Geometry of the model and boundary ctouk
corresponded to the experiment and plane stressassismed. Cracking was allowed only in a

1-element wide band above the notch.
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»

5, 5= pXd, &

Fig. 3 Cohesion relationship

3.1. EVALUATION OF MODULUSOF ELASTICITY

Young's modulus of elasticitf,, is a material parameter, which can be evaluatégtiforward from
elastic part of load-displacement diagrams. ltasassary to find out the load level in which aditéel
specimens behave linearly elastically. The loactllexf approximatelyP = 0.28 N with average
displacementi = 0.0026 mm was found to meet this criterion fibrtested specimens (Fig. 2). The
first numerical simulation of the test was perfodmeith estimated modulug,, = 1000 MPa. The
calculated load corresponding to displacement 0.0026 mm was approximateR = 0.32 N.
Assuming the linear elasticity and by comparing tadculated load® to the measured one, we
obtained the corrected modulus of elasti&ity= 900 MPa.

3.2. EVALUATION OF TENSILE STRENGTH AND COHESIVE RELATION

Evaluation of the tensile strengthand the shape of the cohesive law represented, IpX andpY is
more complex and there is no straightforward wayevaluate these parameters directly from the
notched three-point bending test. For this reasendecided to determine these parameters using
optimization. To this end, random sets of theseupaters were generated using the LHS (Latin
Hypercube Sampling) method in software FREET [8idividual responses calculated with the
numerical model of the fracture specimen usingdhmpled parameters were then compared with

experimentally measured data, and the set proviti@deast difference was selected.

All random parameters were generated using rectanglistribution without any correlation
between the parameters themselves. The lower gref limits of the distribution were chosen based
on experience from previous simulations (TableThe average fracture energy evaluated by
interpreting from corresponding traction-separatams G; = 2.444 J/f) is close to the experimental

data. We performed 20 simulations. The paramefdrslividual simulations are shown in Table 2.

Tab. 1 The limits of rectangular distribution

f, pY 6, pX

[MPa] [-] [mm] [-]
Lower limit 0.25 0.8 0.0001 1
Upper limit 0.45 2 0.0002 2
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For the defining the optimization criterion threariables describing the structural response were
selected. The first two variables correspond tohitiézontal and vertical position of the peak oado
displacement diagram. Averaged over all experimeaddta, the peak has coordinatgsy = 3.09 N
and W = 0.03 mm (Fig. 4). The third variable is the warkexternal force. We consider only the
work up to the deflection which corresponds to ¢hreeSwiay

BWinax

W, = |Pdy 3)

Calculations was performed for individual tests #meh averaged. This restriction was introduced
to avoid inaccuracies resulting from extrapolatminthe load-deflection curves (since neither the
experiments nor in the testes were possible to uwdndp to zero force). It was found through the
numerical simulations that at deflection correspogdto three times the peak deflection, the

remaining ligament reaches about 1/3 of the inigagth and begins to act as a hinge.

After calculation, the absolute values of differeman variables between the data of numerical

simulations Fmax sim Winaxsim W t.sim) @nd experimentiax.exs Wmaxexs Wrex) Were calculated:

AF e, = |Frrausim = Frse| * MW = Wi = Winmgrg| * AW =W g =Wy 4)
These values were further normalized using theegaitom the experiment:
P = 2522 =D g, = O ©)
Fmaxexp Wmaxexp Y Wf exp
Finally, the optimization criterion is defined as:
N = O s * AP+ AW, (6)

The values of the optimization criterion of indiua simulations are shown in Table 2.
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Tab. 2 The random parameters of individual simolagiand value of optimization criterion

fi pY S, pX N
[MPa] [-] [mm] [-] [-]
LHS001] 0.255 1.67 0.000162% 1.92 0.47B
LHS002] 0.265 0.95 0.000182% 1.52 0.32L
LHS003] 0.275 1.97 0.000102% 1.27 0.26J7
LHS004] 0.285 1.13 0.000122% 1.12 0.46f7
LHS005] 0.295 0.83 0.000127% 1.87 0.41p
LHS006] 0.305 1.43 0.000177% 1.17 0.31p
LHS007] 0.315 1.01 0.000137% 1.82 0.238
LHS008] 0.325 1.55 0.000132% 1.42 0.21p
LHS009] 0.335 1.61 0.000167% 1.22 0.450
LHS010] 0.345 1.49 0.000192% 1.67 0.918
LHS011] 0.355 1.85 0.000142% 1.32 0.498
LHS012] 0.365 1.91 0.000197% 1.47 1.264
LHS013] 0.375 1.25 0.000147% 1.02 0.21p
LHS014] 0.385 1.31 0.000107% 1.72 0.186
LHS015] 0.395 1.19 0.000187% 1.77 0.87p
LHS016] 0.405 1.37 0.000117% 1.37 0.191
LHS017] 0.415 1.73 0.000172% 1.62 1.21p
LHS018] 0.425 1.07 0.000157% 1.57 0.506
LHS019] 0.435 1.79 0.000112% 1.97 0.78p
LHS020] 0.445 0.89 0.000152% 1.07 0.246

® Peak
— LHS001
— LHS002
LHS003
LHS004
LHS005
—— LHS006
—— LHS007
LHS008
— LHS009
LHS010
LHS011
—— LHS012
—— LHS013
= LHS014
—— LHS015
—— LHS016
—— LHS017
— LHS018

Crosshead [mm] — LHS019
— LHS020

Force [N]

2 0.04 0.06 0.08 0.1 0.12 0.14 0.16

Fig. 4 Load-displacement diagrams from numericaildation

In Figure 4 results of numerical simulation in them load-displacement diagrams are shown. The
best match for the proposed criteria is for simafat HS014 (red bold line in Fig. 4). This simutati
corresponds to the tensile strendth= 0.385 MPa with slightly hardening cohesion relaghip
(Tab. 2) and3; = 2.02 J/rh
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4. VERIFICATION

To verify the results we performed the three-pdending experiment on beams without notch.
Testing set-up, material and geometry were samia #¥ case of notched beams. In this case, the
specimens had been stored for 11 months in roonditbmms, but we assumed that the material
parameters were same as in the case of notchenngmesc[6]. Figure 5 shows results in form of the
load-displacement diagrams. The Young's moduluslasticity was calculated from slope of initial
elastic part of curves and the tensile strength eedculated from the load level where the individua
curves begin to clearly diverge from the initiabt. From these results we get the averaged values
E. = 850 MPa andl = 0.4 MPa. These results are in a very good agraewmith those obtained by the

method proposed in section 3.2.
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Fig. 5 Load-displacement diagrams from the threayploending tests

5. CONCLUSION

According to the results, the numerical simulaijeith randomly generated material parameters using
LHS method) is a useful tool to evaluate Young‘'sdodas of elasticity, tensile strength and shape of
cohesive relationship. Tensile strength and Youmg@dulus of elasticity determined using the
proposed method are in a good agreement with sesiithined experimentally. It should be also noted
that the fracture energy evaluated by integrating traction-separation law with the optimum
parameters (set LHS014, section 3.2) is lower thanh determined by the work of fracture method
applied to the experimental results (section ZlAjs may be due to two reasons associated with the
evaluation of fracture energy from experiment. Tinst reason may be inaccuracy introduced by
extrapolation of the load-deflection curve. Themetreason may be that when calculating the crack
areaAjq in Eq. (2), the fracture plane was always assutoelde perfectly straight and vertical. In
reality, though, propagation of the crack in inelindirection, which resulted in larger fractureaare

was often observed (Fig. 6).
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Fig. 6 Crack propagation from the notch at an ineliion
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DESIGN OF THE BEARING BUILDING ENVELOPE WALL
FROM CAST GYPSUM

JosefRIHA 1, Tomas PLACHY?, Pavel TESAREK®

Abstract: The paper focuses on the use of modified gypsuimecenvelope bearing walls of buildings. Modified
gypsum will be presented in the form of load-begtitock walls and prefabricated walls. Usage analynd
perspective gypsum will be made for bearing elerakhtildings. Modified gypsum and its use willdsesented
on a sample construction of a real building. Statied structural design will be carried out. The igesmust

meet all requirements for an envelope.

Keywords: gypsum block, building envelope, mechanical prdse

1. INTRODUCTION

Gypsum for building industry is obtained in two pitrlities [1]. The first possibility is the prodtian

of natural gypsum, where dehydration of gypsum lastpr according endothermic equation is used.
Then we distinguish two different approaches amddt+-called dry process that produfegypsum
and the wet process that produaeagypsum. The second possible source of gypsunttimgeypsum

as a secondary element in a chemical productidlu@igas desulfurization of coal power plants. & w
appreciate the necessary solution of this wastdlimgnappears next using in form of a product usabl

in construction as an environmentally and costogiffe solution.

As a building material, it is known for use in intgs of buildings in the form of different
plasterboard, a mixture for plaster and floorskirag blocks and possibly an excellent imitation of
marble. Improvement of mechanical properties iseadd by modification of gypsum and adding
reinforcement elements (glass fiber). This enatiiegproduction of ceiling and wall systems based on
plaster. [2]. The largest expansion of gypsum etempeoduction was in the middle of the"™2€entury.

The aim was to maximize the use of gypsum for cansbn elements of buildings.
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The production focuses more on the additional efdsn@nd the main supporting elements
disappear from the market in recent years. At piteiene, the blocks only for interior non load
bearing walls are used in Poland (Mutigips, PromdntSingapore, there were made weather resistant
blocks reinforced with glass fiber (Plastercéilhese blocks are non-load bearifiese are then used
for external wall of buildings [3]. In Australiahey specialize on production of prefabricated gypsu
panels with dimensions 12x3x0.124 m (Rapidwally(Rj). The panels are reinforced with glass fiber
around the circumference. Prefabrication greatlyebsrates construction and labor intensive. IBit i
necessary, cavities of panel are filled with thdrmgulation or concrete. It was calculated that
unfilled cavities of panel can be used in a coneaal house with two floors at maximum [4]. It is
necessary to fill the space with concrete from dbr$ above (climatic conditions for Australia).
Resistance in pressure is around 100 kN/m for ttidlaed concrete walls. The load capacity depends

on the type of concrete by the walls filled witmceete. And move around a value of 800 kN/m.

B
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Fig. 1 Ground plan (Rapidwall) (left) [4], gypsuntobks 600x300x150 mm (Gypstrend) (fight) [6]

1.1 REQUIREMENTS FOR THE ENVELOPE

The external wall is an integral part of any stowet It is one of the main elements characteritig
architectural design of the building. The main iegments for the carrier envelope are sufficient
mechanical resistance and stability against apjitieds. Envelope should have enough ability testesi
the effects of fire. It must be made appropriafelyfuture users. This means that it must be hygjen
non-toxic and not harm the environment. The enwelopust be energy efficient and sufficiently
resistant to noise propagationhe envelope in the form of bricks fittings (Fig. ideets the above

requirements.

For the application of gypsum on the supportingnelets, envelopes deal with two basic
problems. Firstly, it is necessary to ensure that temperature will not exceed 70 °C because of
decomposition of hardened gypsum. Secondly, it mustent or slow down the degradation caused

by moisture and frost.
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Fig. 2 Prefabricated walling panel (Rapidwall)

The first problem can be eliminated by suitable ification of compounds for the production
blocks. The second problem can be solved by thdiadaf hydrophobic additives into the mixture
[5]. Additives ensure that blocks are water prowel ghey prevent degradation. That will help to
thermal insulation of facades. Thermal insulatisnegually necessary if we construct residential

buildings.

1.2. MATERIAL SPECIFICATIONS

Composition for the production of blocks is based mevious experiments and knowledge. The
blocks modified by hemihydrate of calcium sulphat®w to be most suitable for the production.
Mixture of calcium sulphate hemihydrate, aeratiard ehydrophobic additives, water and heat-
insulating additives such as expanded perlite omiailite are used to achieve optimum properties.
Blocks with dimensions advantageous for masonrykwamd handling [3] are cast from these
mixtures. The optimal ratio appears to be in th®rk 0.5: 0.25, which corresponds to the dimemsio
600x300x150 mm e.g. It is also possible to prodieeblock with openings. Block is made with
tongue and groove due to accurate and fast waBed.joints shall be affixed with glue and vertical

joints are dry.

Walls of gypsum blocks + standard insulation systeade of mineral wool thickness 100 mm
reported according to CSN 73 0540 heat transferfficmmt around 0.23 W/AK. Values
characterizing the energy-efficient building ardaited by using thicker insulation. Gypsum blocks

have in most aspects the same or better propediapared with aerated concrete blocks.
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The main advantages of masonry blocks of cast ggpate fire resistance, low weight (bulk
density), thermal and acoustic insulation, handimgl workability, health harmless, suitability for

allergy sufferers and low price.

Tab. 1Technical parameters of the modified gypsum bl¢gGkpstrendi [6].

Technical parameters unit value
bulk density kg/r 550 — 650
compressive strength (28 d) MPa 25-55
moisture absorptivity weight % 3.15
open porosity % volume 57
Frost rezistence freezing cycles 25
water vapour diffusion resistance factor - 10
moisture diffusivity ms® 3.1*10"°
thermal conductivity Wik * 0.156
Reaction to fire class Al
fire resistance min over 180
airborne sound insulation dB 49
modulus of elasticity GPa 1.74
drying shrinkage mm.th 0.1
radioactivity of 226Ra Bqg.kY 25

2. DESIGN OF THE OFFICE BUILDING ENVELOPE
The main point of this work is to focus on the desof bearing envelope extensions to an office

building factory in Kob&ice near Opava (Gypstrend Ltd.). The proposal bellbased on EN 1996

Eurocode 1 — Actions on structures [7] and EN 1996Eurocode 6 — Design of masonry structures

[8].

2.2. TECHNICAL DESCRIPTION OF THE OBJECT

The existing office building of the factory is d@nf®rced concrete wall system, which is made from
double-aisle roofed prefabricated reinforced catecygnels. Ground plan dimensions are 36.25 x
12.3 m, height 9.1 m. The building has 3 floors &ndovered with a flat roof (Fig 3). The proposed

extension presents the possibility of using gypslooks on the envelopes [9].
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NASTAVEA

Fig. 3 $hematic section (left) and axonometric view oftthigding (right)

2.3.  VERTICAL LOAD STRESS

Resistance to centric pressure was determineddby stalculation taking into account the material
properties of modified gypsum. Only random ecceityrican be considered by using roofing trusses.
It does not consider the influence of glue strengtthe joint. Slenderness ratio is within the bsni
when there is no need to consider creBipe design strength of the walls was determinedhiey
Eurocode and it is around 0.95 MHResistance to pressure was determined in the nelelnathe
middle fifth of the height of the wall. The reserotload bearing capacity of the blocks were 70%.
From these facts it results that the static catmrieof the superstructure of the building is acabfe.
It should be noted that the smallest dimensiomefgillar is 300 mm. It was found by next calcudati
that it is possible to make also two floors builgliof classical object from the blocks with need to
resolve details ceiling jointgrusses will be anchored to the wall plate throalgemical anchor in a
concrete reinforcing rim.

If we consider the imposition of stiffening trussas a rim, this solution can be calculated as
concentrated loads. Local failure is unlikely to ibethis type of roofing. Masonry has sufficient

capacity.

3. CONCLUSION

Blocks of cast gypsum, respectively prefabricatedl panels, are suitable as supporting elements for
the buildings envelopes. Buildings comply with edguirements and can usefully complement the
global market in the field of construction. Blockse particularly suitable for the construction of

houses, small buildings and superstructures bgjdiGypsum blocks with lower density are used to

minimize the size of the load on the existing binidd Prefabricated wall panels made of reinforced
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gypsum is applied to larger and more extensive toaction of buildings. After installation of the

prefabricated wall, it will be poured by concretixture with a specific strength,
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RESPONSE OF GRANDSTANDS LOADED BY ACTIVE
CROWD AS GAUSSIAN PROCESS

Ondiej ROKOS!, Jifi MACA?2

Abstract: During numerical MC simulation of structure response convergence in distribution of output time func-
tions describing deflections at selected point was observed. Note that the structure was loaded by active crowd
only with almost negligible damping and that the asymptotic distribution was normal. With the fact that input
processes are non-Gaussian, this is useful property that would simplify structure response estimation. Conditions

under which convergence is reached are described and discussed with attempt for explanation.

Keywords: grandstands, active crowd, stochastic processes, convergence

1. INTRODUCTION

Response of grandstands is quite simple question when neglecting all randomness in the model and
assuming deterministic load. For more accurate description, uncertainties mainly in forcing terms and
passive human crowd parameters together with it’s spatial distribution over the structure arises. Mathe-

matical model is written as a set of hyperbolic differential equations

where \ and ¢ denotes random and time parameter. This model could be also generalized with nonlin-

earities in biodynamic human models. Uncertainties in equation (/) are described in words as

e right hand side—forcing terms due to jumping of active crowd f(¢, \),
e uncertainties in biodynamic model parameters—randomness of K (), M (\) and C'(\) matrices,

e size and spatial distribution of active/passive crowd.

For simplicity, material parameters of the structure are assumed to be deterministic and forcing terms
stationary. Set of equations (/) represents quite general mathematical model of physical reality. Unfor-
tunately this problem is too complex and cannot be resolved easily at once. Article is thus aimed only
at the partial question concerning a structure response under the assumption that only active crowd is

occupying the structure.

'Ing. Ondfej Roko3 , Faculty of Civil Engineering, CTU in Prague, ondrej.rokos @fsv.cvut.cz
?Prof. Ing. Jiff Maca, CSc., Faculty of Civil Engineering, CTU in Prague, maca@fsv.cvut.cz
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2. MC SIMULATION

Probability distributions of the structure response at selected point can be acquired employing Monte
Carlo simulation (MC). This is possible only when appropriate generator of artificial load is available.
Such can be found for example in [1] for discrete frequencies of jumping 1.5, 2.0, 2.67, 3.5 Hz or [2],
which is more difficult for implementation but covers frequency range 1.4-2.8 Hz. Generating many
input processes and numerically solving eq. (/) we arrive to statistical properties of output functions.
A few typical input processes together with typical spectral image and histogram are depicted in fig. 1.

Clearly, histogram is non-Gaussian, thus we can expect also non-Gaussian response distribution. Led

5 o. 2500

a 2000 -

1500
1000
500
2 a 6 8 0

f[Hz)

(a) Realizations (b) Typical spectral image (c¢) Centered histogram, p = 1

Fig. 1 Five realizations of the input process, typical histogram and spectral image; functions are nor-

malized with weights of the spectators; frequency of jumping f = 2.67 Hz

by central limit theorem and fact that the response of the structure at selected point results from linear
combination of many forcing terms, we can assume that the response distribution shall converge to
normal. By intuition the more complex structure, the more forcing terms, the less damping, the better
convergence will be. This intuition is supported by numerical simulation, but under reservation as will
be apparent later. Let us have three different structures depicted in fig. 2. Red arrow determines chosen
point with direction of measured displacement. Structures are fully occupied by active crowd jumping
at frequency f = 2.67 Hz, Rayleigh proportional damping used with &; = 0.005 and & = 0.008 for the

first two vertical bending modes in all cases. First vertical eigenfrequencies are in tab. 1. Histograms

Tab. 1 First eigenvalues corresponding to vertical bending modes [Hz]

Structure | f; f2 f3 fa fs fs | 21 fs
(a) 75128 | 411 | — | — | — | — | —

(b) 541 70 | 82 | 251|284 | — | — | —

(c) 25] 26 | 38 | 45 | 48 49|54 6.0

of output processes for each structure based on 1000 MC simulations of 160 s lengths are depicted in
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(a) Simply supp. beam, 4 pos.  (b) Cantilever grandstand, 78 pos. (¢) Complex structure, 630 pos.

Fig. 2 Three different structures, their geometry and total number of positions for spectators
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fig. 3 together with maximum likelihood estimate of normal probability density function. Let us choose
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Fig. 3 Histograms of tested structures based on 1000 MC simulations; jumping frequency f = 2.67 Hz

structure (a) and change material properties to reach given lower eigenfrequency and follow changes in
histograms. Results are outlined in fig. 4. Similarly, changes of histograms due to damping alteration

are depicted in fig. 5 for frequencies f; = 2.7, 8.1, 14.5 Hz.

Let us briefly discuss some results. From fig. 4 is obvious that in the case of resonance response
distribution is far from normal. This is also the case in fig. 3 (), (c), where in (b) the second harmonic
2 - 2.67 = 5.34 Hz is in resonance with the first eigenfrequency f; = 5.4 Hz, cf. tab. 1. Structure (b)
has more resonant eigenfrequencies with applied load. From fig. 5 is apparent that vanishing damping
contributes positively to normal distribution. It should be also noted that displacements of the structure

are too large due to undamped resonance.

Gaussian random variable X is completely described by two parameters, mean value px and
variance varX = o%. Similarly Gaussian continuous random process X (t) = X;, t € T C R* is
described by mean value EX; = pu(t) = p; and autocovariance function E(Xs—pus)(X¢—71;) = R(s,t).
When forcing terms are normal stationary processes, differential equation linear and no uncertainties in

equation parameters (left hand side in eq. (1)), response is also Gaussian and stationary. Theory of linear
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Fig. 5 Histograms of the structure (a), response with changed damping, frequencies f; = 2.7, 8.1, 14.5
Hz, cf. fig. 3

filters can be employed to obtain parameters describing output random functions. When inputs are non-
Gaussian, but output as a sum of many non-Gaussian terms converge in distribution to normal, we are
talking about asymptotic solution. Also it is possible to solve non-Gaussian response, but theory is much
more demanding. Let us mention translation processes, Gaussian processes scaled by random parameters
and other conditional Gaussian processes, processes defined by stochastic differential equations etc., for

example see [3], chap. 7.4.1.2.

3. CONVERGENCE IN DISTRIBUTION
Let us first explain, what does convergence in distribution mean, [4] §10 Definition 4.
The sequence &1, &2, ... of random variables converges in distribution to the random variable &

(notation: &, 4 OIfEf(&) — Ef(€), n — oo, for every bounded continuous function f(x). Condi-

tion is equivalent to the convergence of the distribution F; (x) to F¢(x) at each point x of continuity of
Fe(x).
Thus, if distribution function F¢(x) is absolutely continuous, probability density exists, and con-

vergence in distribution also means that density as it’s derivative converges.
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From figs. 3 and 4 it is obvious that the response histograms are influenced mainly by eigen-
frequencies of the structure. Explanation can be based on fact that spectral density has several peaks
corresponding to deterministic periodic function. Almost "constant" remainder is spectral density stand-
ing for additional noise. That the noise is almost Gaussian can be verified by filtering the spectra in
near vicinities of each harmonic. Such spectra with consecutive inverse Fourier transform together with

its histogram are depicted in fig. 6, see original data in fig. 1. In the case that peak of the transfer

filtered spectrum

filtered sequence

Histogram
N~fit

°
3
2
magnitude

0 WL‘L 0 20 40 60 80 100 120 140 160 180
10 20 30 40 50

(a) Filtered spectral density (b) Filtered realization (c¢) Histogram of filtered realization

Fig. 6 Filtered spectra, it’s inverse Fourier transform and histogram of sequence, cf. fig. 1

function magnify noise, response is mor or less normal. Conversely, in the case of resonance with some
of the harmonics, histogram is close to one that has sine function which is almost identical with one in
fig. 3 (c). Situation is depicted in fig. 7, where only transfer functions corresponding to node marked in
fig. 2 (a) by red arrow are depicted. Remaining functions are similar because response is driven by the

first eigenmode in this simple case.

T
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Fig. 7 Spectral density with several transfer functions corresponding to fig. 4 (a), (b) and (c); magnifi-

cation factor of transfer functions is 4

4. GAUSSIAN PROCESSES AND LINEAR FILTERS

From the previous section it follows that input process can be decomposed into non stationary mean

value y; and stationary noise, that is

P
Xe=) ™ +Y, =+, (2)

k=1
where a1, ..., a, are constants, w,...,w, are mutually distinct numbers and Y; is white noise with

2

mean zero and constant variance 0 > (. This kind of process is called covariance stationary. For
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description of input process, mean value y; and spectral density f(w) are needed. Mean value can be

estimated using Least Squares Method. Employing Euler formula and placing wy, = k- 27 f in (2) yields

P
,ut:a0+Zakcos(k:-27rft)+,6’ksin(k-27rft). (3)
k=1
Then the vector é& of estimated parameters &g, &1, - - . , Gy, Bl, cee Bp can be evaluated as
a=(eTe)teTX, (4)
where
1 cos(2mfty) sin(2nfty) ... cos(p-2nfty) sin(p-2mfty)
® 1 cos(2mfty) sin(2mfta) ... cos(p-2mfty) sin(p-2mfts)
1 cos(2mft,) sin(2wft,) ... cos(p-2wft,) sin(p-27mft,)
t1,...,t, are equidistant partitions of time interval and

L 1
X =X(t)= NZXk(t)
=1

is mean over an N realizations. Here Xj(¢) is k-th realization of forcing term. Generating 10 000
realizations leads to coefficients in tab. 2. From here it is obvious that constant term with the first two

or three harmonics are sufficient.

Tab. 2 Coefficients for approximation of the mean value

Coeff. | dg b B by By a3 Bs Guy By

Value | 0.9958 | 0.2939 | 1.1770 | —0.2471 | 0.0984 | —0.0037 | —0.0153 | —0.0008 | —0.0001

As a next step, estimate of spectral density f (w) of centered forcing term X; — p; is needed.

Because periodogram is biased, Parzen windowing will be used. By averaging

fit) = [ ba—wirw) da, (s)

— 0o
where I7(w) denotes periodogram of centered forcing term
2

)efﬂt“’ de| —00 < w < 0. (6)

Ir(w) = 27T

For Parzen window special function b(z) is used, for details see chap. VII and VIII in [5]. Except
magnitudes, spectral density of centered forcing term is similar to original one in fig. 1 (b). Cross

spectral densities are obtained similarly as

fir(w / b — w) () da,

2T/ X;( _m"dt/ Xi(s)e~ i@ ds, —00 < w < 0.
T

(7)

206



Nano and Macro Mechanics 2012 Faculty of Civil Engineering, CTU in Prague, 2012, 20" Septemeber

Resulting histogram of centered process is closer to normal, cf. fig. 8 (b). Procedure resembles filtering

mentioned in section 1.2, but for discrete frequencies. Response of the structure to mean value can be

Histogram ]
— N-fit |

Density

Power/frequency (dB/Hz)

i i
0 20 40 60 80 100
Frequency (Hz)

(a) Spectral density (b) Histogram

Fig. 8 Centered forcing terms—spectral density and histogram; f = 2.67 Hz

computed employing common numerical integration methods such as Newmark, HHT, etc. To estimate
asymptotic probability distribution of the structure response forced by stationary stochastic process,
theory of linear filters will be used. Spectral densities of forcing terms are located in spectral density
matrix [S¢(w)];x. When processes are considered independent, off diagonal terms are zero. Further, this
assumption will be implied. Employing transfer function of linear filter corresponding to the structure

H (w), spectral density matrix of output processes is obtained as
S,=HS;H", (8)
where HY denotes Hermitian transpose. Transfer function is computed as
H(w) = (—w?*M 4 iwC + K)™ L. 9)

Variance of centered stationary process with two sided spectral density f(w) or one sided spectral density

g(w) is computed according to

2 [ bt dw = [ o(w) dw. 10
- /_Oof(w)w/og(w)w (10)

Knowing spectral density matrix of the structure response, variance of arbitrarily chosen point can be
estimated. Results computed for the aforementioned structures are depicted in fig. 9. These ought to be

superposed with mean value y; response. As a next step approximation of centered forcing with ARMA

process can be employed.

5. CONCLUSION

MC simulation proved that driving forces on the structure have non-Gaussian distribution. Statistical
data processing of structure response based on MC simulation showed that in some situations conver-
gence to normal is reached. This fact leads to covariance stationarity of input process. Mean value p;

was approximated with trigonometric series employing least squares method. By centering, histogram
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Fig. 9 Histograms of structure (a), (b) and (c) response; structure (a) with changed eigenfrequencies, cf.

fig. (4)

of driving forces was closer to colored Gaussian noise, which improved convergence to normal in distri-

bution of output process.
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INTEGRAL TRANSFORMS IN STRUCTURAL DYNAMICS

Vladimir SANA, Michal POLAK 2

Abstract: Following text is focused on integral transforms in structural dynamics. It means especially
FourierTransform (FT, DFT, FFT). There will be also discussed Wavelet Transform, which allows us to analyze

signalsin time and frequency domains with satisfying distinction.

Keywords: Fourier Analysis, Time-Frequency Analysis, Wavelet Transform, Integral Transforms

1. INTRODUCTION

The reason why we apply integral transforms on ghgmals is that we need to find out what
frequencies are in analyzed signal. This is vergdrtant e.g. in modal analysis, where we have to
detect natural frequencies and natural mode ofatitms to verify computational model of the

structure.
2. FOURIER ANALYSIS

2.1. FOURIER’S SERIES

Periodical functions can be expressed as sum dfeoand sines with different harmonic frequencies.
It is also applicable to discontinuous functionghwiinite number of discontinuities and with finite

number of local extremes.

The equation of complex Fourier's Series is:

! Ing. Vladimir Sana, Department of Mechanics, Mgcwf Civil Engineering, CTU in Prague;

vladimir.sana@fsv.cvut.cz
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T - natural period, f,, - original function, ¢, are Fourier's coefficients,?(t) - approximated

function

2.2. CONTINUOUS FOURIER TRANSFORM

Generally, in dynamics and in the other branchesoiénce, Fourier Transform is used, which is

defined by equation (3). Inverse Fourier Transfagmescribed by relation (4)

Fo = j i et (3)

1Te 4
i =51_j F,g“dw (4)

where f, is real or complex function and™ is the kernel,F,, is transformed function in

frequency domain.

This type of integral transform can be used in moigglic functions e.g. impulses. It provides us to
get a continuous spectrum in frequency domainweutannot detect exact time, where the frequency

appeared.

Continuous Fourier Transform can be used only dlyred function accomplishes Dirichlet’s

conditions. As consequence, the transformed fumdtas to be absolutely integrable. It means

T‘f(t)‘dt@o (5)

2.3. DISCRETE FOURIER TRANSFORM

Discrete Fourier Transform converts vector of fio@s values in time domain to vector of Fourier’'s
coefficients in frequency domain. Analyzed vectgiven by sampling continuous function. DFT is

defined as:

N-1 27,
F :Z fe N k=012,..,N-1 (6)
n=0
and inverse DFT defined by:
1Nt 20
f=—>)FeN n=0,1,2,...N-1 (7)
N =
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where f, is sampled (digitalized) functiori\

coefficients

Function for FFT analysis, example:

is the number of sample§, - Fourier's spectral

f.,, ={3sin(27720t) + 5cos(27230t) + 6 sin( 27740t ) + 4sin( 2775t )} €™

(t)y =
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Fig. 2 Spectrum multiplied by Gauss window
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2.4. SAMPLING

Discrete signal is created from continuous sigryasémpling. This process is called digitalizatidn o

analog function. Important parameters are samgteqguency f, and sampling period, . For correct

reconstruction of original analog function it isceesary to keep conditions for choice of sampling

frequency. This theorem is known as the Shannoruldycpondition: f,>2f, f, : frequency of
original function

If this condition is not kept, then effect calldthgsing occurs, shown in figure 4.

£
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Fig. 3 Sampling Fig. 4 Aliasing effect

Thus aliasing occurs, when the analog signal isamipled. It is undesirable evemtd it looks like

a different period is forced to the original furacti

2.5. FAST FOURIER TRANSFORM
This algorithm is very effective for computer eladion, because of reduced number of complex

multiplicasions in the DFT fronN? to NlogN _It has been developed by Cooley and Tukey in 1965.

The first step is to divide sequence into the eaaohodd figures. This procedure allows us compute
just two N/2 — point DFT. The only requirement is the quantity of pointsN), which has to be

considered to FFT algorithm. FFT is applicable fb= 2", wheremis the natural number.
3. TIME - FREQUENCY ANALYSIS

3.1. SHORT TIME FOURIER TRANSFORM

In previous procedures it is not possible to ded¢ethich time frequencies have occurred. Thathg w

Short Time Fourier Transform was introduced. Wédined by (8)
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At first it is analyzed function scalar multiplieby window function (fundamental window
functions are shown in Figure 5) and time axisiiéded into finite number of intervals, where t i
assumed that the signal is stationary. Thanks ¢oHbisenberg’s principle of uncertainty it is not

possible to achieve same distinction in time aeddency domain.

Fa =I o Worye“alt (8)
Discrete STFT:
1 Nt 270
F=—=) fwe N 9
k N pord an ( )

I 1
| — 00 o
SOy | e e Hamming window
= omow rigngulas window

Blackman window [

Fig. 5 Window functions

Function for STFT analysis, example:

f.,, ={3sin(277250t) +5cos(277100t) + 6 sin(27720t) + 4 sin( 277400t )}
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Fig. 6 Spectrogram of analyzed function

3.2. WAVELET ANALYSIS

This type of analysis transforms signals from tidmmain to time-frequency domain thanks to
mother wavelets (shown in Figure 7). After applimatof Wavelet Transform to one-dimensional
function, we obtain function of two variables, gahd shifting. Graphical representation of wavelet

coefficient is called scalogram or wavelet map.

3.3. CONTINUOUS WAVELET TRANSFORM

Wavelet Transform is also effective for nonstatignaignals and for signals, where high
frequencies are in short time intervals, such atjeake or speech registration. It is an altereativ
STFT with higher distinction ability. DisadvantageSTFT is constant width of time window, but in
WT the window width is variable. Continuous Waveleansform is defined by (10).

The aim of the CWT is to decompose signal to wavetefficient series. By contrast with the
Fourier Transform mother wavelets are aperiodictions. Mother wavelets simply oscillate around

the point of localization.

r: 1
Vv(a,r) =J. f(t)ﬁlﬂ(g)dt (10)
Inverse Wavelet Transform:
1 +00 +00 1 da
f.,=— W, — dr— 11
(1) Cw'([_'[o (a,r)\/aw(%r) az ( )
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where a is the scale,f,, is analyzed function ana}’/(t_,) is the mother wavelet, kernel of

a

transform,7 is time shifting of waveletC, coefficient of admissibility

3.4. DISCRETRE WAVELET TRANSFORM

Continuous Wavelet Transform is not practical iimpater processing due to infinite number of
wavelet coefficients that is why DWT was introducedcontrast with Fourier Transform, DWT has
local character. Therefore, DWT provides betteragpimation of discontinuities.

s
=

Fig. 7 Examples of mother wavel ets

Function for Wavelet Analysis, example:

f.,, ={4sin(27220t) + 5sin(27250t ) + 2sin( 27710t )} €™
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Fig. 9 Scalogram of analyzed function
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LOAD-BEARING LINTEL FROM MODIFIED GYPSUM
Ondiej SANDERA®, Toméas PLACHY?, Pavel TESAREK?

Abstract: Gypsum is one of the oldest binders that peopde Dge to its properties it has wide use not only i
the construction industry at present time. It isdiso carry out of plaster work, floor screeds dadproduction
of industrially manufactured products in the constion. The aim of the paper is to design a loadring lintel
from modified gypsum as a supplement to gypsunkblime outer walls and create another possible aatiof

the walling system.

Keywords: modified gypsum, load-bearing lintel, tensile reiicement
1. INTRODUCTION

1.1. HISTORY

Gypsum is a historical binder, which was used foresal thousand years B.C. In Syria there were
discovered finishes of walls dating 7 000 years B@yptians 5 000 years ago burnt gypsum in open
fires, fired material crushed to powder and mixedith water to prepare mortar for masonry blocks
of pyramids. Romans used gypsum to produce deweralements. In China and India they used
gypsum for the inside plaster to achieve a smoaotfase. In the Middle Age in Europe there was
widespread use of decorative plasters, which han bhésed for interiors and exteriors since
the 13" century [1].

In the 18" century, the specially treated gypsum was useal susbstitute for natural colored
marble. In the % half of the 17 century after the great fire of London, the gypsuas used for finish
layout of wooden buildings like a fire protection Paris. The massive use of gypsum like a
construction binder occurred in th& Balf of the 18 century with the development of construction
technologies and industrial production. At predéne the gypsum is used in the interior in the form
of gypsum boards or in different plaster systemsPdland they used gypsum as a building material

for outer walls [1]. In Australia they developeddarly 90 of the 20 century hollow panels from the
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modified gypsum reinforced with glass fiber intedder civil construction. The manufacturer states
that the two-storey houses can be built from paméle empty cavities. For higher objects it is

necessary to fill the cavities with concrete [2].

1.2. PRODUCTION OF GYPSUM AND ITS PROPERTIES

Gypsum is one of the airy inorganic binders. The naaterial for the production is gypsum obtained
from natural or industrial sources. Gypsum fromusstdial sources is further distinguished on “chemo-
gypsum”, formed as a waste of chemical productind &energo-gypsum”, which is produced by
desulphurization of flue gas in thermal power @arithe production process of gypsum is called

calcination and it takes place dehydration of gygpsiecording to the equation:
CaSQ - 2HO + heat— CaSQ - 0.5H0O + 1.5H0 D)

The a- and3- modifications of gypsum are created dependinghendehydration conditions,
which are different in grain shape and technoldgpaperties. Modification ofn-gypsum shows
greater strength after hardening slurry and ieisegally considered for better binder.

Mechanical properties of gypsum depend on manwifactts moisture has the biggest influence on
it. It is necessary to pay attention to the humgidit the environment in which is located, because
gypsum is very hydroscopic. Strength and moduluslasticity decrease by wetting of the product.
The additives may be added to the gypsum for impgpsome properties, for this reason. In terms of

fire protection gypsum products are considerecetéire resistant [4], [5] and [6].

2. LOAD-BEARING GYPSUM LINTEL

The aim of designing load-bearing lintel from maetif gypsum is complete the developing modified
gypsum blocks for outer walls. The idea is devehept structural member from this material and
create a complete system of masonry. The lintel wizs chosen with regard to the size of blocks, the
estimated clear opening width 1500 mm and thellfinveight of the lintel [6]. Additional

requirement was easy to handle with it. The desiglmensions are following:

* length: L =1800 mm * height: h =300 mm
 width: b =150 mm  length of storage: t=150 mm
k L L
1 1
N 4[4
1 /3t 1 /3t Lo}
1 L eff |

1 7

Fig. 1 Static scheme of lintel

218



Nano and Macro Mechanics 2012 Rgafl Civil Engineering, CTU in Prague, 2012 "™Beptember

2.1. SPECIFICATION OF USED MATERIAL

The gypsum binder G2BII grey3{ hemihydrate calcium sulphate) [7] — product ofp&tyend Ltd -

will be used for the manufactory of lintel. Mixtuie composed of gypsum binder, plasticizer-aerating
additives, hydrophobic additives, thermal insulatadditives and water. Exemplary composition of
the mixture can be found in the utility model [8Jaterial parameters based on calcium sulphate

hemihydrate according to an exemplary compositiershown in Tab..1

Tab. 1 Material parameters

Interviewed property Unit Th?/;\;(zrage
Density of fresh mixture kg/tn 1159
Cake spilling mm 120
Coefficient of water kg/kg 0.8
Start hardening min. 8
The end of hardening min. 13
Compressive strength after 2 hours MPa 1.9
Compressive strength after 24 hours MPa 2
Compressive strength after 7 days MPa 3.6
Compressive strength after 28 days MPa 3.8
Flexural tensile strength after 7 days MPa 2
Flexural tensile strength after 28 days MPa 2.1
Absorptivity % weight. 8
Density after drying kg/th 680
Frost resistance ?ecéifnzf 25
Coefficient of thermal conductivity | Wi 0.156
Coefficient of thermal expansion a K 7.2210°
Mass activity’*Ra Ba/kg 25
Water vapor diffusion resistance factor 50/90% r.h. 16
Moisture absorption coefficient kgfm 0.007
Modulus of elasticity GPa 1.74

The material is characterized by a relatively hgmpressive strength. Tensile strength in
bending is on the other hand about half of the cesgive strength value. Therefore it is necessary t

place tension reinforcement to the underside ¢€li®].
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2.2. REINFORCEMENT

As the tensile reinforcement, located on the undersf lintel, it is supposed concrete reinforcemen
steel B500 with a yield stre§s= 500 MPa. There is expected to have two sepegatforcing bars of

the same diameter. Interaction with gypsum binsl@rovided by ribbed surface of reinforcement. For
improving the interaction between reinforcement ggdsum binder, it is possible to get rectangular

or semicircular hooks at the end of the reinforaatme

There are considered two variants of reinforcem&he first alternative is uncoated concrete
reinforcement. In the second alternative theresexdiepoxy coated reinforcement due to reinforcement

corrosion protection. Thickness of epoxy layertiewt 200um.

The coefficient of thermal expansion of steahis 1.210° K™, which is an order of magnitude
larger than the gypsum. The lintel will be hiddemder the contact thermal insulation system and
would not be exposed to the extreme temperatufereifces. It can be assumed that the temperature
differences in summer and winter does not exceed0This would not formed large additional

stress from the different thermal expansion ingleenent and following damages to the lintel.

3. DESIGN OF THE GYPSUM LINTEL

Design of the lintel from modified gypsum is basedthe standards CSN EN 1992-1-1 Designing of
concrete structures and CSN EN 12 602 Prefabricaiedorced components of autoclaved aerated
concrete. Lintel cannot be shortened or its cresian cannot be modified. It is deposited in atavor

bed. To create a window opening it is necessaugéotwo lintels.

3.1. VARIANT 1 - CONCRETE REINFORCEMENT

Static design of the lintel is based on an idedliaetangular stress distribution. It is assume tie
gypsum is active only in pressure and the steelforiement transfers whole tension. There are
designed 2 rods with diameter g 8 mm; the sizéetbver is 20 mm. This design meets the condition
of the minimum reinforcing and distance betweenciatres of the bars.

Value of the design moment resistaridgy = 10.45 kNm was calculated for this designed
member. This approximately corresponds to the vafumntinuous loadl = 32.7 kN/m (including the
self-weight of the lintel) or the value = 13 kN for the concentrated load. Shear reinfoea is not
necessary because calculated value of the desigar sksistance of the unreinforced section is
VRra1= 192 kN.

3.2. VARIANT 2 — EPOXY COATED CONCRETE REINFORCEMENT

The first designed variant is not completely usdéul use in gypsum binder because the ability of
gypsum to absorb water will corrode the reinforcetmi@ a lintel. Corrosion of reinforcement in

gypsum materials is relatively high because moéspenetrates easily to the reinforcement due to hig
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porosity of the hardened gypsum. Gypsum binders hisse not the ability to create an alkaline
environment in which the steel was passivated. gypsum has pH =5 at a relative humidity higher
than 60 %. This leads to corrosion of the reinforert. Therefore, it is necessary to protect the
reinforcement against the corrosion.

As prevention against corrosion we can use galeainiz stainless steel reinforcement. Another
possibility is the use of non-metallic reinforcerh&om carbon, glass or propylene fibres. The wider
applications of these variants are still preclugedharily by high price. That is the reason why the
second variant was chosen epoxy coated reinfordemen

The disadvantage of this variant is smaller colresb reinforcement with gypsum binder
compared to the first variant. Some sources inttediecrease cohesion about 20 %. For galvanized

reinforcement, the cohesion is less only about[ZGh

4. CONCLUSION

Construction elements from modified gypsum, thatakeheir properties and low energy demands for
production, seem to be appropriate building matéwsiathe family construction and superstructurés o
buildings in the future. The wide application oé#le products depends only on the material propertie
of gypsum. If the possibility of reinforcing gypsumith epoxy coated reinforcement will be proved,
we can get another potential walling system. Thistesn from modified gypsum blocks could

compete with walling system of aerated concreteespdead in our country due to their properties.
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DYNAMIC PACKING OF HETEROGENEOUS PERIODIC
UNIT CELL

David SEDLBAUER?

Abstract: In this contribution we would like to introduce agking algorithm that deals with a dynamic model of
heterogeneous periodic unit cells (PUCs). One PW@ststs of two phases, hard discs with identicalirand
matrix. Dynamic and time-varying features conséitttndom initial velocities, time growing radii agell as
matrix dynamic attenuation and elastic discs culis. A special focus will be given to avoid disesrlapping
and to minimize anisotropy. A statistical descriptogether with so called “pseudo-optimization” issed to

reach above mentioned goals. The obtained restdts@mpared with previous works.

Keywords: dynamic packing, periodic unit cell, hard disc,trepy

1. INTRODUCTION

From the macroscopic and/or microscopic point efwiheterogeneous materials consisting of solid
particles within matrix are very common in numbéiraustrial sectors. For all let us mention civil
engineering (concrete, mortar) or chemical indugolid propellants). Mechanical characteristics of
these materials such as tensile strength, compeessiength, fragility and its isotropy are strongl

dependent on the deployment of particles withinuthie cell.

Solid particles distribution with respect to thgueed properties could be described by various
computer models. Random propellant packing is $8ad of contributions [1], [2], [3], [4]. Some of
models involve optimization algorithms. Eerova in [5] presents random microstructure genesat
and application of genetic algorithm GRADE and Mptlis (Monte Carlo) algorithm used for their
generation. Kumar et al. in [3] deal with reconstien of periodic unit cells of particulate compesi
with genetic algorithms. Stroeven et al. in [6] et assessment of packing characteristics. Model

used in the work [5] can be indicated as a stahitencontributions [1], [2], [3] include the dynagsi

2. MODEL AND ALGORITHM OF HETEROGENEOUS POC

In this work 2D heterogeneous POC is in the ceafeinterest. POC represents main central cell
surrounded by its nine images that guarantee gerimiindary conditions, see Fig. 1. Only if thecdis
center is within the cell, the disc is in the céiirstly, the number of time steps, during whichokeh

process took place, has to be established. Angidraimeter that has to be set before the starteof th

! Ing. David Sedlbauer, Department of Mechanics, ufgcof Civil Engineering, CTU in Prague;

david.sedlbauer@fsv.cvut.cz
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algorithm is a volume fraction. Then a given numbkcenter of discs are randomly thrown into the
basic medium — matrix. In the algorithm a matripresents a deceleration coefficient that is shown
and described in EQ@. At the beginning (time step 0) disc radii haveozsize. Over time, the radii
increase constantly according to the volume fractind the number of time steps. Next randomness

elements are initial velocity vectors of each difisc centers).

oy A3

Fig. 1 Left — heterogeneous periodic unit cell,iRig corresponding bitmap, discs colors are only fo

2001

clarity and have no other purpose

Discs positiorri is in the course of time defined by
ri=dri+dt-vi Q)

where dri is position of thei-th disc in the time, dt is a time step andi is actual velocity

determined by

vl =dc - (dvi+ con-dt- (ori — dri)) 2
where dvi is a velocity,dri is a position andri is an optimal position in terms of isotropy of ti¢h
disc in the timd, dt is a time stepdc indicates matrix resistance atwh is parameter that determine

a speed of approaching to the optimal position.

Value of the parameteic depends on the number of time steps. To get fEgticto positions in
which cell has the highest isotropy is necessaguarantee the movement of particles until theafnd
the algorithm. One way to ensure this is to seapaterdc with linear or quadratic dependence on
time but with indirect proportion. Parametir decreases with increasing over time. But we ofued
simplicity to set the parameter to a constant vahee a hundred time steps and due to the isoti®py

the best value for parametér equal to 0.99.
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The situation is similar with the parameten, which represents the rate of approximation to the
optimum position of each disc. This parameter cafireear or quadratic and directly proportional to
the time. Again, for simplicity and clarity we haehosen a constant value for this parameter set to

1.05. It fits best with a hundred time steps aiftbich the algorithm lasts.

2.1. ISOTROPY

To find a model with the greatest final isotropysifirstly necessary to describe this phenome#éan.

a statistical descriptor, we have used two-poinbpbility function. There occurs simple Monte Carlo
algorithm within the selected modification of theolpability calculation, where two points are
randomly thrown into the cell and a number of sastd hits into one phases shall be recorded. Due
to time demands of this algorithm the Discrete kouiiransform (DFT) is assigned that will
significantly speed up the calculation. Detailedatgption of the application of two-point probatyili

for isotropy of heterogeneous periodic cell is presd in [5].

In order to be able to use DFT, it is necessamotosert unit cell image to the bitmap image, as
shown in Fig. 1 and Fig. 2. Taking into accountghape of a circular disc, which does not corredpon
to the bitmap, there is need to establish certppraimation. One bit belongs to phasenly if its
center lies within the disc or the disc edge. Témult of the aforementioned procedure is the sum of

errors on the isotropy that we are trying to mirzieni

The sum of errors on the isotropy is valuated itcheame step. However isotropy of a square or
rectangular cell with circular particles is morgpdedent on particle diameter than on its compasitio
To be able to compare the sum of isotropy errorsaich time step, the binary image of cell in each
step is created by increasing radius of all pasi¢b their final size, see Fig. 2. This is duaumber
of time steps, number of particles and the givelume fraction. Thus a reference, comparable cells

are created.

a0
il . O
© @ o

0 L L L L L L L L
0 20 40 B0 80 100 120 140 160 180 200

Fig. 2 Unit cell, corresponding bitmap and referermtmap

Therefore, if the isotropy error of referential bép in timet is smaller than the smallest
isotropy error by that time, than the optimal positof particles in the calculation of velocity (see

Eq. 2) is replaced by the current particles pasitibhe initial pseudo-optimal particle positionséa
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random values. Manual optimization pitfalls miglktindesirable particles overlap, which may appear
in the bitmap due to introduction of the final (rmaym) radii during the algorithm. In fact, the

overlap with the calculated values of disc radjiisevented due to introduction of particle colligo

2.2. EXIT AND COLLISION

During the algorithm there occur two phenomena $igtificantly affect the parameters defining the
particles motion. The first is the exit of a disorh the PUC. At this event get particle centersajut
the cell and vice versa its duplicate enters ihtodell on the opposite side. To ensure the p&dabdi
conditions it is necessary to define a time when dbove phenomenon happens and redefine disc

coordinates. This time is defined as the smallesitive value of the four fractions:

At, = min{—x;/vx;; (X —x))/vx;; —yi/vyi; ¥ —y)/vyi} >0 3

whereAte is time for which there will be another exit sinde previous event or time step,and
y; are coordinates ofi-th disc centerX andY are the cell dimensions and finally; andvy; are
velocities of i-th disc inx andy direction, respectively. To find out the corresgioig particle that gets

out, it is necessary to carry out the calculatmmefach disc.

The next event is a collision where there is astElaeflection of particles. This event occurs
when the center distance is equal to the sum aofathie As well as for exit it is necessary to detme

the smallest (earliest) collision time. This is exgsed by following relations.

(x5 —x)? + (vj —y)? = (1 + 1y)? (4)
x; = xf +vxf-at, y; =yt +vyf-at, rp=rf+dr-at, (5), (6), (7)
X;j = X +vxf At yj = yf +vyfat r=r1f+droat. (8), (9), (10)

wherex;, y;, x;, y; are collision discs coordinates, yf, xjt, yjt are discs coordinates!, vy}, vxjt,
vy]-t are discs velocities at the timer;, r; are collision discs radit;/, rjt are discs radii at timg dr is

an increase of the step of the radius ang is time elapsed since tinteEquation 4 is quadratic and
can have two complex roots or two real roots whiga $ame sign. Due to the variable type the nearest
collision time is the minimum of positive real reoCollision time and exit time shall be calculastd

each time step and after some of the events bechusealculated velocities.

Discs velocities after the collision are calculatexin the law of conservation of energy and the
momentum conservation law. Firstly, we shall cohwetocities into the collision coordinate system
where we determinate the normal velocities (in diection of the discs center connection) and
tangential velocities that are perpendicular to ibemal ones. Normal velocities after the collision

have following form:
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viy = (Viy - (A1 —A3) + 2 Ay - vpn) /(A1 + Az) (11)
vy = (Vo - (A2 — A +2- A1 - vin) /(A + Ap) (12)

wherev, y, v,y are velocities before collision in the collisiomocdinate system antl, A, are areas of
discs that collide. Another problem occurs duritng tcalculation of collision times. Numerical
inaccuracies caused by floating point precision ¢ead to particles overlapping. Therefore,
overlapping check is inserted into the algorithraclE of the discs that overlap pushed away to ensure

the mere discs touches.

3. COMPARISON OF RESULTS

In this part we would like to compare the resufteeterogeneous microstructures generation usimg th
above presented dynamic algorithm with the alrdadywn algorithms. The dynamic algorithm has
the working title DYN12. Comparison is performed @set of examples where we gradually change
the required volume fraction for the given numbgparticles. Parameté¥ indicates the number of
particles and takes values from the set 4, 9, i2arparticles. Monitored variable is the sum obey

on isotropy. Selected algorithms are GRADE, METRQFOand modifications of these GRADE2
and METROPOLIS2. Description of the first algorith®@RADE is presented in [7], while the
METROPOLIS algorithm can be found in [8]. The vaud errors on isotropy of previously published
algorithms are taken from [5]. The results are sanimad in the Tab. 1. In the first column of thel¢éa

is a graphical representation using the algorithiND2 for every single predefined volume fraction
for N equal to 16. In the next columns volume fi@ts vf and numbers of particles N are shown.

Then, the average isotropy errors for each algordimong 100 runs follow.

Final sum of errors of isotropy dispersion is fobetter assessment of the dynamic algorithm
represented in Fig. 3. This is shown for selectadigges numbers and volume fractions. Sums of
errors are entered on the vertical axis. On thezbotal axis solution numbers for the first fifty

generated solutions are plotted.
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Tab. 1 Average values at the end of the algoritftun400 runs

vf N | DYN12| GRADE|GRADE2 | METROPOLIS | METROPOLIS2

T s i 4 2.461 1.704| 1.695 2.258 1.711
T o1 9 1.713 1.099| 0.969 1.825 0.930
LA 16 1.332 0.881| 0.769 1.434 0.672
o 25 1.080 0.624| 0.546 0.995 0.453

4 5.642 3275| 3.237 5.160 3271

02 9 4.028 2.555| 2253 3.539 2.113

16 | 3.068 2273| 1.846 2.826 1.544

25 | 2410 1.802| 1.409 2.031 1.109

. -~ 4 8.066 5.074| 5.038 7.908 5.089
%% g 03 9 5.790 3.939| 3.432 5.582 3.157
‘ oo o' 16 | 4411 3.270| 2.549 3.960 2.096
' a 25 | 3.587| 380.778| 2.129 3.051 1.615
4 | 10422 6334 6.287 9.880 6.387

04 9 7.237 4918| 4.193 6.805 3.846

16 | 5.605| 704.267| 3.632 5.294 2.790

25 | 4367| 3795.627| 3.216 4.118 2.139

4 | 10623 6.722| 6.683 10.121 6.692

os 9 7.759|  83.953| 4.960 7.688 4.278

16 | 5.912| 3602.860| 5.032 5.993 3.161

25 | 4.770|13636.924| 5.642 4.791 2.510

4 | 10266 6.038| 6.002 9.963 5.978

0 9 7.115| 424561| 5.993 7.985 4.405

16 | 5.491|10667.807| 8.384 6.045 3.396

25 | 4.548(23131.964| 7.809 5.263 2.881

4 9.073 5.153| 5.117 8.339 5.142

0 9 6.827| 2459.832| 9.174 8.541 5.170

16 | 5.083/30826.508| 11.955 6.606 5.947

25 | 4.000|55213.877| 12.476 6.201 7.155

4. CONCLUSION

Before comparison of obtained results we must nb&t the function for calculating anisotropy
(or isotropy errors) with optimization algorithm®/dlves a substantial penalty for an overlap. That
fully demonstrated with algorithm GRADE especidlby higher volume fraction and a higher number
of particles. However in case of the presentedridlgn DYN12 overlapping is eliminated by
dynamical events. Therefore, there is no penaltenbf pseudo-optimization was used in DYN12,
when there is just better position in terms of riggy remembered, DYN12 is comparable with
METROPOLIS algorithm. That is mainly due to the mntof particles and dynamic phenomena. It is
obvious that with increasing discs number discsgvspread over the cell and the cell has a higher
isotropy. With higher volume fraction there is motough space for disc motion and this ensures that

discs do not pack one cluster and thus, the ragutill has again higher isotropy.
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Fig. 3 Sum of errors on the isotropy dispersion

It is possible to read from the figure 3 that thgpdrsion of sum of errors on the isotropy is
significantly influenced by the ratio of the disember a volume fraction. The smaller number ofslisc
the larger volume fraction, the higher dispersmrBietter results we can achieve by the larger mumb
of time steps. With this there is a bigger charweeiach real optimal position during the motion.
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Finally a parameter for the attenuation and paramitr achieving optimal position can be time-
dependent or different for various disks numbeis fan various volume fractions. In addition to thes
aspects we will in the future work focus on diregttimization with some of swarm intelligence

method such as Particle Swarm Optimization [9] ot éolony optimization [10].
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EXPERIMENTAL AND NUMERICAL ANALYSIS
OF VERTICAL SPLICE SKEW JOINT WITH KEY

Karel SOBRA?, Petr FAJMAN 2, Ji¥i MACA 3

Abstract: Currently, for reconstruction of historical trussésditional carpentry joints are used. For many
years these joints are constructed in the same Wafortunately, the mechanical behavior of thedatfand
influence of their parts and geometry of jointsthie joint stiffness are not well known. This pagescribes a
study recently completed on the vertical spliceasi@nt with a key. Experimental tests were perfednand

compared to the numerical results of three-dimamaidinite element model created using ATENA 3D.

Keywords: historical trusses, vertical splice skew jointrpantry joints, numerical modeling

1. INTRODUCTION

In traditional timber trusses the carpentry joiate used to transfer forces between truss members.
Forces are primary transferred by direct contadt lanfriction. Sometimes it is necessary to replace
some parts of truss. To replace members which areldal, vertical splice skew joint has good

application. Splice 80 — 120 cm long and edgecheropposite sides composes this joint [1].

2.
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Fig. 1 Joint in the middle of the span
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2. EXPERIMENTAL TESTS

For better understanding of mechanical behavievadd and for setting the material characteristics o
wood, the experimental tests were made. For mewsuhie basic material properties, four-point
bending tests were made on two wood trusses withgaint. The arrangement of four-point bending
test is shown in Fig. 2. These trusses had the gamensions like a trusses with joint. Dimensiohs o

a truss are shown in Fig. 1, cross section dimessiere 0.24 x 0.2 m.

Fig. 2 Arrangement of four-point bending test

In the next step the scaled models (1:4) weredeStee basic observation of joint’s response
to the loading and type of deformation was captimgdhis scaled models tests. Some characteristics
like modulus of elasticity (MOE in Tab. 1), modula$ rupture (MOR) same as maximal force
necessary to failure (&) and density of wood were set. Statistical evadmabf measured data is
shown in Tab. 1. Overall, 48 measures on the scatmtkls were made. In the Tabwis the bending
deflection measured in impact of maximal loadingcéx is the mean numbes,is the mean square
error, v is the coefficient of variationmin. and max. are the minimal and the maximal measured

values.

Tab. 1 Scaled model characteristics

Finax W - Fnax MOR MOE Density
[N] [mm] [MPa] [MPa] [kg/nT]
X 1599.3 6.02 68.62 7967.08 444
s 164.89 1.14 6.61 857.44 48
v 10.32 18.94 9.63 10.76 10,92
min. 1333.55 3.61 57.39 6910 369
max. 2012.88 9.24 86.29 10281.9 570

2.1. REAL SCALE MODELS

In the third round experimental tests of joints everade in real scale. The same as scaled models the
real joints were broke in three- and four-pointdiieg tests. Position of joint in the truss was oas.
There were two positions of the joint (Fig. 1, R3). In the first one the joint was in the middfettoe
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span and in the second one the joint was at theoktite span. For the maximal effect of moment of
bending the first arrangement was set and for tlaximmal effect of shear force the second

arrangement was made. To proof the measured datausses of each arrangement were tested.

~ © 2 - lF Q
~ N g
S |
/\ 'g”\ 690 A L 3000 N
800 1380 3820
! 400 6000 400 !
[mm]

Fig. 3 Position of the joint at the end of the span

Two more various geometry types of skew joint wenasidered. The first one assumed skew
angle of the joint end 45° and the second typemasdiuskew angle 63.3°. Currently, only the tests of

model with 63.3° skew angle are made.

Interesting part of the joint is a key. At the bedng the joint with the wooden key was
assumed. However only in gothic trusses all woatlpentry joints were used and the utilization of
these joints is rare in Czech Republic. On theshakthis observation the metal key was used fer th

experiments with full scaled model.

2.2. CONCLUSION OF EXPERIMENTAL TESTS

During the experimental tests some conclusions wexde. There are big differences in behavior of
scaled model and real model. During the scaled heqgeriments more, various types of collapses of
the joint were observed. Some of the failures hoave in Fig. 4. Two main parameters influence this
behavior. The first parameter is utilization of theoden key. Metal key used in real scale modeds ha
better shear strength than wooden key used indscabelels. Wooden key is the weak part of a joint

and it is disposed to shear failure.

Fig. 4 Damaged scaled joint
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The second parameter which influences the behaftiarjoint is quality of material. In real scale
model initial drying crack was discovered on afitésl trusses (Fig. 5). Depth of this crack was radtou
100 mm in vertical direction on both sides and agpnately 70 mm in horizontal direction also on
both sides of a truss. This crack debilitated tless section and it was the primary source of ffailu
At the end of the experiment the second crack |ghnaith the initial one was evolved. The scaled
model did not have initial damage like drying craakd its mode of deformation was more

unpredictable.

Fig. 5 Damaged joint with initial drying crack

3. NUMERICAL MODELING

The aim of the project, which solves the woodentgishould be the pack of recommendations for
design engineers. For set this package it is nage$s understand the basic behavior of the joints.
However, experimental test of many models is corapdid and time-intensive. Consequently, it is
necessary to have strong tool for observation akmrig the design of a joint. On the basis of

complications with experimental tests the numenigatiel was made.

3.1. MATERIAL

For three-dimension finite element model ATENA 3Rsachosen. ATENA is commercial software
primary developed for calculating a material on tloacrete base. Despite concrete and wood have
pretty different material properties, ATENA 3D nimdar cementitious material for the case of wood
joint was chosen as a base material.

Concrete is homogeneous material with differempe@ssive strength and tensile strength. On
the other hand wood is anisotropic material wittifedent properties in each direction. For
simplification, wood may be reasonably modeled rdsotropic material with symmetric properties in
directions perpendicular to the grain. Orthotropuld require set three values of Young’s modulus E,
three shear modules G and six Poisson’s ratiddith symmetry, only nine independent parameters
need to be defined [3 - 4]. Unfortunately, only gmeck of the material properties, same for all

directions, can be set up in ATENA cementitious griat. It is possible to reach the orthotropic
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properties from homogeneous material model usingased reinforcement which can be add to the
basal material and adjust some material propdrtitgee direction of reinforcement.

To describe homogeneous material only one set efnthterial properties can be used in
ATENA cementitious model. For wood basal materia towest parameters, which are same for
radial and transversal direction was used and jistdrain direction material properties the smeare
reinforcement was used. On the basis of experirédts of scaled model the material properties of
wood base material were set up. Namely the value® & =5 GPay = 0.2, the tensile strength
F. = 0.5 MPa, the compressive strength=A MPa (in ATENA cementitious model prescribes
minimal ratio B/F; = 2), on the basis of [2] the fracture energyG- 10" MN/m.

Whole construction was separated into 17 maanoaiés included two macroelements used as
steel supports and two macroelements used as gedaites under concentrated forces. Both, the brick
elements and the tetrahedral elements, which ATPBXAided, were used during the mashing. The
dimension of finite elements was set to 0.05 milensurround of skew ends of joint, the mesh was
refined. The finite element model as four-point dieg test was performed, so the construction was
loaded by two separate concentrated forces. Logationceeded in the loading steps, in each step both

the forces were risen by 1 kN.

4. CONCLUSION

There are big differences in the behavior of scateablel and real size construction as it was
mentioned. One of the most visible factors, whigfiluences this behavior, is quality of material.

Longitudinal initial drying cracks were observedtive real size model. This crack is opening during
the loading and causes breakdown of the joint. Berofactor is type of the material of the key. The
metal key is not weak part of construction in castito the wooden key, which is subject to the shea

failure.

It is not easy to fit the cementitious materialdabto the wood material properties for
numerical modeling. It is possible to get right em&l properties of wood using smeared
reinforcement, but cementitious material does nateh grained structure like wood. Cracks
perpendicular to the grain was first observed dutire loading (Fig. 6). This perpendicular craak di
not correspond with real behavior of the woodentgoi

\ \ .

e i -

= TOWRANLYTT

Fig. 6 Cracks perpendicular to the grain in FEM nebd
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The ATENA cementitious material model does noigassatisfactory behavior (Fig. 7). On
the basis of this, the material model will be tunedyet better match with measured data from the
experiments. To compare the results, another coniatesoftware will be used and the
noncommercial software developed at the Departmoehtechanics, FCE CTU in Prague for another

calculating is going to be used.

18
16 -~
14 ,#”a’—‘_—#_r
12
£ 10
g 8 ll ’ Experimental test
- 6 } — ATENA mocel
|
2
0
0 100 200 300 400 500
Displacement [mm]
Fig. 7 Force — displacement in the middle of thansgraph
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MODELING OF COLLAPSE CALDERAS

Michael SOMR'

Abstract: Collapse calderas are one of the most remarkable volcanic structures. The reasons for that are not
only negative, as for example the hazard for people and environment, but also positive due to their association
with ore resources and generation of fertile soils. However, the processes leading to the collapse are very
complex and to understand them requires cooperation of many scientific disciplines, including the numerical
modeling. Therefore, the objective of this paper is to sum up the numerical methods and procedures (used in the

investigation of the collapse calderas) in order to be able to develop a new and more realistic model.

Keywords: caldera, numerical modeling, fault, magma chamber, host rock

1. INTRODUCTION

Collapse calderas are defined as the volcanic depressions that result from the disruption of the
geometry of the magma chamber roof due to faulting during an eruption. The calderas are often
confused with the apical craters. The difference is that craters result from the collapse and subsequent
blocking of the volcanic conduit without affecting the roof of the magma chamber and they have many

times smaller diameter than the calderas.

1. Eruptions

1. Partially emptied
magma chamber

3. Caldera formation after collapse of magma
chamber roof

Fig. 1 Evolution of the collapse caldera (reproduced from [1])

The volcanic eruptions, which are necessarily connected with the origin of collapse calderas, are
the most powerful and amazing displays of the force of the nature. This is also the reason why the

eruptions are a huge natural hazard and even a single eruption can claim thousands of lives just in few

" Ing. Michael Somr: Faculty of Civil Engineering, Czech Technical University in Prague, Thékurova 7,
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moments, as described in e.g. [2] [3] [4] [5]. However, the volcanic processes can be also very
beneficial for the mankind thanks to e.g. ore deposits and fertile soils (the erupted volcanic material

generates some of the most fertile soils and agricultural areas in the world) [6] [7].

Despite a relatively low rate of occurrence of new calderas (approximately three new calderas
per 100 years since 1783 [8]), the vast pyroclastic eruptions associated with the caldera collapse are

one of the most catastrophic geologic events that have occurred on the Earth’s surface.

The collapse calderas have not received a considerable attention of scientists only due to their
link to the ore deposits and geothermal energy resources, but also because of their impact on the
environment, climate, and the human society [9]. In addition, since the volcanoes and their eruptions
are just a small surface manifestation of immense magmatic processes ongoing under the surface, the
calderas can provide very important insights into the generation and evolution of large-volume silicic
magma bodies [9]. The understanding to the collapse calderas is a highly interdisciplinary matter, most

closely linked to geophysics [10] [11], petrology [12] [13], and geochemistry [12] [13].

2. METHODOLOGY

Since the investigation of the collapse calderas is very complex task, it is wise to use different
approaches, which can complement and confirm each other in order to reach the most correct and
realistic results. In the case of the calderas, the analogue models, theoretical models, and field studies

are usually used and suitably combined.

2.1. ANALOGUE MODELS

Analogue and scale experiments are a tool to identify, investigate, and visualize processes that cannot
be directly observed in nature using the analogue materials for the host rock (dry quartz sand, flour,
etc.) and for the magma chamber (water of air filled balloons, silicone reservoirs, etc.). In some cases
they establish guidelines for applying the theoretical models [14]. Generally, analogue models indicate
how the process of caldera collapse takes place. Since they are not able to take into account the rock
mechanics and fluid dynamics, the models cannot quantify and indicate when and why the collapse

will take place.

2.2. THEORETICAL MODELS

The theoretical models based on the thermodynamics, solid and fluid mechanics, etc. have
progressively become an indispensable tool to study caldera-forming processes. These models, on the
contrary to analogue models, are useful to quantify variables. They are also an important tool for
predicting semi-quantitative general conditions for fracture and fault formation. Furthermore, in
contrast to the analogue models, numerical approximations are able to reproduce and take into account

the physical properties of host rock and magma. Theoretical models are adequate to perform
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parametric studies but an inappropriate knowledge of the system (i.e. rheology, geometry, boundary

conditions) may lead to wrong conclusions [14].

2.3. FIELD STUDIES

Field studies are useful to adjust analogue and theoretical models and to check their veracity and
reliability. However, the studies are more or less limited to surface phenomena. Nevertheless, the field
studies can give us information about the caldera structure and in some cases it is also possible to
determine pre-eruptive conditions of the magma and the most probable causes that triggered the
eruption. The reconstruction of caldera collapses is a fundamental tool to understand the collapse

mechanism of the calderas occurring nowadays [14].

3. COLLAPSE OF CALDERA

With respect to the pressure evolution inside the magma chamber during the formation of the caldera,

there are two types of the collapse calderas.

3.1. UNDERPRESSURE CALDERA

The caldera-forming eruption begins under overpressure inside the chamber that triggers (once
overcome the tensile strength of the host rock) magma injection into the host rock and finally the
eruption. The magma withdrawal during these phases leads to a pressure decrease in the magma

chamber. The collapse begins once the strength of the magma chamber roof is exceeded [14].

3.2. OVERPRESSURE CALDERA

These calderas are formed due to the overpressurization of the magma chamber in the presence of a
large scale doming or underplating. When the tensile strength of the host rock is exceeded, ring
fractures originate at the surface. The caldera-forming eruption starts due to the decompression of the

magma chamber throughout the ring faults [14].

4. NUMERICAL MODELS

During several last decades, the theoretical models based on the thermodynamics, rock and fluid
mechanics have become more and more important, because they are cheap, fast, and accurate in
predicting and simulating the volcanic processes. Nevertheless, the mathematical expressions are, in
most cases, so complex that they cannot be solved analytically but the numerical methods and

computers must be employed.

Nowadays, the combination of the field studies, analogue, and numerical models is the best way
how to understand and describe the whole sequence of the processes, which participate in the origin of

the collapse caldera.
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In general, the models dealing with volcanology can be either pre-eruptive, or eruptive.
The pre-eruptive models are important to understand the processes (such as cooling, differentiation,
mixing, degasification, overpressurization, magma chamber rupture, etc.) leading to the volcanic
eruptions. Some models consider that the pressure increase in the magma chamber is caused by a
volatile oversaturation due to cooling and crystallization processes [15] [18]. Some models assume
that the overpressurization originates from the income of a fresh magma into the magma reservoir [15]
[17]. Other models also take into account the stress fields around the chamber, the magma chamber

rupture, and the subsequent dike injection [18] [19].

On the other hand, the eruptive models should consider the physical processes inside the magma
chamber, in the conduit, during the magma discharge, and in the atmosphere, during the eruption. All
these processes affect each other, but to couple them is extremely difficult task. Therefore, for
simplicity’s sake, the processes are solved separately as magma chamber models (variations of
pressure inside the chamber), conduit models (degasification and magma fragmentation along the

conduit), and atmospheric models (deposition of the volcanic material).

The papers dealing with the theoretical models of collapse calderas, which were published in the
last two decades, can be divided into the three main groups (corresponding to the following sections)

according to the tasks they are focused on.

4.1. PRESSURE EVOLUTION INSIDE MAGMA CHAMBER

These models are suitable for parametric studies concentrated on the magma composition, water
content, some properties of host the rock, and the magma chamber geometry. They are based on
simple fracture criteria. All models in this section assume that caldera collapses due to decompression

of the magmatic reservoir.

The paper [20] contains the analysis of magma chamber pressure during the eruption and the

estimate of erupted magma chamber volume fraction necessary for triggering the collapse.

To determine the mass, which may erupt from a chamber during the caldera-forming eruption

until the critical underpressure, at which the walls fail, tries the work [21].

In the paper [22], there is a pressure evolution model during explosive caldera-forming eruptions
and also a description of the pressure variation throughout the whole “central vent eruption — caldera

collapse” cycle. The elastic behavior was assumed.

The failure criterion for piston collapse along reverse ring fault and comparison with
experimental results, but also calculation of a volume fraction required to trigger the caldera collapse

were investigated in the paper [23]. The Mohr-Coulomb criterion was applied.
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4.2. STRESS CONDITIONS FOR NORMAL-FAULTS CALDERA INITIATION

The aim of the models in this section is to give information about the stress conditions leading to the
initiation of the faults crucial for the collapse of the caldera. Specifically, we look for the location of
the principal stress o3 and maximum value of o;- 6;. Assuming 6;> 6,> o3 means that we actually
search for the maximum tension and the double of the maximum shear stress. These models enable to
investigate, which geometrical configuration of the magma chamber will induce the stresses suitable to
initiate the normal ring faults. The models do not take into account any pre-collapse fracturing.

However, some of them consider the influence of regional tectonic stresses (regional doming).

The apical caldera collapse as a consequence of a domal deformation, using the elasto-plastic

model with Von Mises criterion, is the topic of [24].

In the paper [25], there are investigated the caldera collapse, resurgence of a central dome and
quasi-static evolution of thermally stratified continental crust near both, inflating and relaxating

magma chambers. The author uses elastic-visco-plastic model.

The magma chamber subjected to different conditions (lithostatic equilibrium, overpressure,
underpressure, horizontal tensile stresses, and vertical compressive stresses), employing elastic model

with Griffith criterion under tensile strength, was a task of papers [18] and [26].

The paper [27] deals with the coupled thermomechanical model in order to find out the
conditions for the caldera collapse due to the magma chamber underpressure, with help of the

thermoelasticity, Mohr-Coulomb criterion, and Griffith criterion under tensile strength.

The quantitative discussion about the relationship between the caldera geometry and the magma
chamber depth, which utilizes the elasto-plastic model and the Mohr-Coulomb criterion, is contained

in the paper [28].

To sum it up, the papers [24] [25] and [28] considers the collapse of the caldera through magma
chamber overpressure, the paper [27] through chamber underpressure, and the papers [18] and [26]

work with both, over and underpressure in the magma chamber.

4.3. PREDICTION OF FAULT LOCATION ASSUMING INELASTIC BEHAVIOR

The main goal of the papers included in this section is to investigate the formation and deep geometry
of the caldera faults and the relationships between the magmatic system and the surface features of ash
flow calderas. The calculations provide the time-dependent stress and thermal regimes in the vicinity
of the magma chamber, but also the prediction of the fault location and geometry, and the directions of
the potential brittle failure zones around the magma reservoir. The main parameters considered in
these models are the regional stress fields, magma chamber geometry and the roof aspect ratio R
(R=h/w, where h is the thickness of the magma chamber roof and w is the roof width). All the

following models consider the collapse through the magma chamber overpressure.
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In the paper [19], there is a thermomechanical numerical model using a stationary temperature
field without and with a regional extension, and also using a full time-dependent conduction and
advection describing the caldera collapse and long-term post-collapse activity, considering the
influence of the heat diffusion from the hot magma body and thermal blanketing by the ignimbrite
cover. The authors used the elastic-plastic-ductile model, Mohr-Coulomb criterion, and also non-linear

viscous model.

The caldera collapse with a pre-defined rectangular existing magma chamber and the steady-
state geotherm without heat transport during the collapse are included in the paper [6]. And again, the
author used the elastic-plastic-ductile model, Mohr-Coulomb criterion, and also non-linear viscous

model.

The previous two models are able to study the thermal regime at depth, which may alter crustal
rheology and physical properties of the rock, and consequently influence fracture formation and

development [14].

The paper [29] contains numerical simulations of the formation of cracks under the tensile
stresses or increasing magma chamber pressures. It also includes a fracture model that enables to
follow the growth of fractures. The paper utilizes elasto-plastic model, Von Mises criterion, and

Griffith criterion under tensile strength.

5. CONCLUSION

The numerical models provide the necessary information about the stress conditions which can initiate
the collapse of the caldera, but also about the stress conditions in which the collapse will never occur.
Nevertheless, there are still some limitations and restrictions, which should be diminished in order to
make the numerical models more reliable. Namely, the problems are uncoupled fluid dynamics and
rock mechanics, considering the homogeneity of the host rock, impossibility of the dike injection,
absence of volcanic edifice, and ignoring the regional faults or previously formed structures. But the
most serious problem is probably the way of modeling the behavior of the host rock. Majority of the
models assume that the walls of the magma chamber are elastic. Of course, the elasticity cannot follow
the deformation history of the magma chamber and the effects of the magma on the host rock. In spite
of these limitations, the numerical modeling has brought a significant advance in understanding the

processes of the caldera collapse.
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REVIEW ON EVALUATION OF EQUIVALENT STRESS
TENSOR IN THE DISCRETE ELEMENT METHOD

Jan STRANSKY?, Milan JIRASEK 2

Abstract: In this contribution, the theory of equivalent stress tensor derived from discrete forces and moments
(which is a typical situation in the discrete element method) is reviewed. The stress tensor and couple stress
tensor are derived based on equilibrium equations for both statics and dynamics. Asymmetry of the stress tensor

isdiscussed aswell. Finally, evaluation of the stress tensor isillustrated by simple examples.

Keywords: DEM, stress, couple stress, Cosserat continuum, stress asymmetry.

1. INTRODUCTION

The discrete element method (DEM) is one of the most widedylusimerical schemes for the descrip-
tion of solids. It represents a material body by rigid disermits (discrete elements, which can displace
and rotate) mutually interacting by contact forces and mumeThis discrete representation is an es-
sential feature of DEM. However, in some cases one wouldtikeansform such discrete information

(contact forces for instance) into its continuum countdrfe.g. stress tensor). To give an example,
consider a sample of sand, which is on the fine scale defirdistyete, thus discrete forces may be used
as a model for description of mutual interaction betweeingraOn the other hand, on the coarse scale
(e.g. the foundation of a building), investigation of eatiividual sand grain would not be meaningful

(or even possible) and the same material is considered attiawom.

The evaluation of equivalent stress from discrete forcegdpic much older than DEM itself [1],
described in numerous papers [2, 3, 4], but it still remaisslgiect of debates in specialized literature
[5, 6, 7, 8, 9]. The aim of this contribution is to summarize tlurrent knowledge and present it to the

general professional public.
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2. THEORY

We will work in a three-dimensional Cartesian coordinatstegn with basis vectoks;. Index notation
and Einstein summation rule are used in tensorial equatiéndenotes a spatial derivative, for example

aij

axi = Viaij (l)
In the following text, we will exploit the divergence (Gau®strogradsky) theorem
/ Viaig; dV = / nya;,; AoV 2
1% 1%
and the identity
0ij = 0ikok; = (Vixi)og; = Vi(xion;) — zi(Viog;). (3)

Here,d;; is the Kronecker delta symbal] is the spatial domain occupied by the body of interest and
0V is its boundary. The Levi-Civita permutation symbol will Benoted as;;;,. Overlined quantities

stand for volume averages (ed@; is the volume average of stress tensor).

2.1. CONTINUUM STRESS THEORY

The discrete elements in DEM possess 6 degrees of freedongly& displacements and 3 rotations.
The classical (Boltzmann) continuum uses 3 degrees of dree(@ displacements) in each material
point. Because of this inconsistency, higher-order (eags€rat) models should be used for continuum
approximation of DEM in its general form [2]. For readers farniliar with the Cosserat continuum,

we quickly summarize the main ideas (see Fig. 1).

The material point can be represented by an infinitesimag euith dimensiong\z;. Such cube
can be deformed by stretching and shearing, but also by bgradid torsion. For more information

about Cosserat kinematics see [10].

Each deformation mode has its force counterpart. The sttassof a material point is expressed
by the second-order stress tensgr and the second-order couple stress tepspr Theij component
of the stress (couple stress) tensor represents the strdatien (moment couple) acting on the surface
with normale; in directione;. Surface tractiort; and surface couple:; acting on a surface with a

general normah; can be expressed as
n;o;; = tj, Niflij = My (4)

Equilibrium equations are expressed in terms of body fofgemd body couples; and can be

derived from equilibrium on an infinitesimal cube considgrits dimensions in the limiAz; — 0.

For example, force equilibrium (2D) in direction 1 yields

—A.%'QO'H(.%'l) + AI‘QO’H(wl + A.%'l) — Ax1091 (1‘2) + Awlo'gl(.%'g + AI‘Q) + flA.%'lAI'Q =0
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—>012(72)
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8
4
J’_
—
8

=

-, (Z‘g +AJ32)
o022 (z2+Ax2)

b p23(r2+Axs)

Fig. 1 Two-dimensional representation of Cosserat defor mation modesand their force counter parts (top)

o11(z1+Azy)

pas(x1)
T o11(z1)
021 (21) <g—
N
-
¢:~
T o021
miz(zi+Azy)

and stresses and coupl e stresses on elementary cube (bottom)

+ A - + Ay — i
0-11('1'1 "El) O-ll(xl) + 0-21('1'2 ‘TQ) 0-21('1'2) + fl —0 Az;—0
Axq Axg

A0, Vionn +Vaoo + f1 =0 ©)

and moment equilibrium yields

—Axopiz(z1) + Azopiz(z1 + Azy) — Az pog(z2) + Az poz(z2 + Azo)+

+Axoo19Ax1 — Ax1091Axy + ¢3A11A$2 =0

+ Axq) — To + Axg) — x x .
ps(a1 + Azy) = pz(a1) | pas(e 2) — Tapias(®2) | 1o — oy by = 0 A0
Az Axg

SES Vaips + Vapes + 012 — 021 + ¢3 = 0. (6)

Generalization of (5) and (6) provides the full form of eduium equations (which can be derived
more rigorously from linear momentum and angular momentatarice):
Vioij +f; = 0, (7)
0.

Vilig + €ijk0oij + P = (8)
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If couple stresses and body couples are omitted (which isake of the classical Boltzmann continuum),
equation (8) reducesto

€ijkoij = 0 9)
which implies symmetry of the stress tensor. In a genera,dag stress tensor in the Cosserat contin-
uum model may be asymmetric. In the following text, we exeltite external load contribution 6
andm;, and we will considerf; andm; as the inertial terms, related to the acceleration of a riadter
point (e.g.f; = —pa;, wherep is the mass density and is the acceleration).

2.2. DISCRETE STRESS TENSOR

z2

- particles
|:| volume V/

° contact points b

O  centers of particles ¢
m]

center of whole assembly

ff 1

Fig. 2 Two-dimensional representation of investigated particle assembly

Consider a set of discreperfectly rigid particles of generic shapes, mutually interacting by ferce
and moments (see Fig. 2). The assembly of investigatedfeerts embedded in a certain voluivie In
the following text, we will use surface integrals of surfa@etions and volume integrals of body forces.
In the case of discrete forces and moments and perfectly pgiticles, we consider external and body
loads as Dirac delta distributions transforming the boupdaegral into a discrete sum over external

inter-particle bonds and the volume integral into a sum over the centers of maégparticles:

Tit; = xftb, / Tim,; = :B?mb, (20)
/6\/ ! ; / ov ! ; /
[t = aisy [ wo =Y aios (1)

Recalling equations (2), (3) and (8) we can write:

Vﬁij :/ Oij dV:/ Vk(:IJZ'O'kj) —:L‘Z'(Vkakj)dV:
1% 1%

:/ xinkakjd8V—/ :L‘i(ka'kj)dV:/ :L‘itjdav-i-/ i f;dV =
oV 14 oV |4
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=D @+ aiff (12)
b c

Vi :/ pij dV =/ Vi(@ipkj) — (Vi) AV =
\4 \%

:/ itk ki d8V—/ mi(vk“’“i)dvz/ TiMm; d8V—|—/ zi(¢j + epjor) dV =
:/ Tim; d8V—|—/ IL"zd)j dV+/ xigklj[vm(xkaml)—l'k(va'ml)] dv =
:/ Tim; d8V+/ TiQ; dV+/ Ti€klNmT KO ml dOV—/ TiEgti TV mOm AV

oV \%4 oV %

= Z a:fmg’ + Z 795 + Z xﬁ-’xi&?kljt? + Z ririery f (13
b c b c

These equations are general expressions for the equigaless and couple stress tensor for an assembly
of discrete particles. As already mentioned, in the gerearsé the stress tensor may be asymmetric.

While equation (12) is independent of the reference potuaéon (13) is not. This violates one
of three conditions of equivalent stress stated in [3] arlbbeisubjected to further investigation. In the
following text, the center of the investigated volume is#mas the reference point.

2.3. DISCRETE STRESS TENSOR OF ONE PARTICLE

b
T2 ti

b

1«
[ 1w

@® contact points b

O centers of particle

z1

Fig. 3 Two-dimensional representation of one particle

Depending on the physical meaning of the particle (actudigbaor just spatial discretizationl,
is equal to the real volumg, or a fictitious volumel’;, see Fig. 3. The sum over centers of gravities is
reduced to one term only. Furthermore, we can put the orijgoordinates into the center of mass, so
that this term vanishes completely. The resulting formtdaghe equivalent stress tensor and equivalent

COUpIe stress tensor are
VEZ']‘ = Z a:?tl; (14)

b
Vi, = Z a:?m? + Z x?a:iskljt?. (15)
b b
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2.4. DISCRETE STRESS TENSOR OF PERIODIC CELL

A

particles

periodic cell

periodic image of particles

= periodic boundary bonds

1

>
>

Fig. 4 Two-dimensional representation of periodic cell. Periodicity is shownin x; direction

The periodic cell represents a specific part of a virtualfinite region subjected to macroscop-
ically uniform deformation. Such approach is often usedeiample in multiscale simulations. The
principal idea is, as the name suggests, that all quanétigperiodic. In our study, we are interested in

force and moment quantities, so the situation may look hkgig. 4.

The equivalent stress and couple stress tensors can ba@ddirectly from equations (12) and
(13), but the stress tensor can also be evaluated as the &aluenage of per-particle equivalent stresses

over all particlew:
VG = VPl =33 " all P =N ulfl (16)
P p b !

wherel; = 2% — 2% is the branch vector of a bond connecting centers of pasticlndb, and ; is the

internal force of this bond. The last sum is created by surgrmairs of bonds divided in two parts.

While the equivalent stress tensor of a periodic cell yieldgmple elegant formula, the equivalent
couple stress cannot be evaluated as a mere average of thle stresses of individual particles. For
illustration, see Fig. 5, where the couple stress of eadiicfmvanishes, but the equivalent couple stress
is nonzero. For couple stress evaluation, we thereforamewnd to use formula (13). The simplified

formula for the couple stress of a periodic cell will be théjsat of further investigation.

3. ILLUSTRATION

For illustration of the derived formulas, we show an acadegwample of four particles connected in a

regular grid, see Fig. 5. On this extremely simple exampkeaan directly see what the resulting stress
and couple stress should be, which makes it suitable foradetemonstration. All presented formulas,

namely (7), (13), (14), (15) and (16), give expected results

Dimensions of one gray square2sx 2 length units, the applied forces have magnitdderce

units and the moments have magnit@édgarger arrows) ot (smaller arrows) forcex length units.
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4. CONCLUSION

The theory of equivalent stress tensor of discrete systemdben reviewed in this contribution. The
derivation based on equilibrium equations has been peddrfor both statics and dynamics and has
been verified on simple examples. The static case matchagshéis derived from the virtual work
principle [3].
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DEVELOPMENT OF MECHANICAL PROPERTIES OF
GYPSUM DURING ITS HARDENING

Richard TOUPEK?, Tom4s PLACHY?, Pavel TESAREK®

Abstract: The article describes the development of mechanical properties of grey gypsum during its hardening.
Non-destructive resonance method was used for establishing mechanical properties of gypsum samples

(Dynamic Young's Modulus and Dynamic Shear Modulus, Poisson’s ratio).

Keywords: gypsum, Dynamic Young's Modulus, Poisson's ratio, resonant frequency, impulse excitation.

1. INTRODUCTION

During laboratory measurements the changes of characteristic material properties of samples made of
grey gypsum during its hardening were observed in the first sixty hours from the time of sample
production. Non-destructive resonant method was used for determination of basic resonant frequencies
of longitudinal, transverse and torsional vibration of gypsum samples. Dynamic Young’s Modulus and
Dynamic Shear Modulus were determined from measured and evaluated values. Then these values

were used for determination of Poisson’s ratio.

1.1. MATERIAL AND SAMPLES

Grey gypsum produced by Gypstrend co. Ltd. was used for experimental testing. It is made of two
components. These two components are natural gypsum and gypsum from chemical industry mixed in
one-to-one ratio. Used gypsum was classified as G2 BIl, where G2 describes the class of binding agent
and gives the minimal compression strength [MPa]. This grey gypsum has minimal compression
strength 2 MPa after two hours of hardening. Bll marker describes gypsum binding agent as normally
hardening, moderately ground. Water coefficient equal to 0.71 was used for this gypsum according to
the standard CSN 72 2301 “Gypsum binders” [1] and corresponds to gypsum paste with normal

consistence.
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Three identical gypsum samples of size 40 x 40 x 160 mm were made for determination of basic

material characteristics. The samples were marked as Specimen I, Specimen Il and Specimen IlI.

2. MEASUREMENTS

The Dynamic Young’s Modulus is determined based on the basic resonant longitudinal or transverse
frequency of vibration of the tested sample. Dynamic Shear Modulus is calculated from the measured
values of resonant frequency in torsional vibration of the tested samples. Resonant frequencies were
determined in laboratory (Fig. 1) by measuring unit Bruel&Kjaer Front-end 3560B-120 [2]. The
acceleration transducer Bruel&Kjaer type 4519-003, and the impact hammer Bruel&Kjaer type 8206
[2] were connected to the unit.

Fig. 1 The measurement line.

The excitation force and the response (acceleration) are transformed from time domain to the
frequency domain and the Frequency Response Function (FRF) is evaluated as the ratio of response to
excitation force. Then the basic resonant frequencies of longitudinal, transverse and torsional vibration
of the sample are determined from FRFs. The operations are executed in PC software PULSE 14.0.
Dynamic Young’s Modulus Ed and Dynamic Shear Modulus Gd are determined from the calculated

values.

The equation for establishing Ed value from longitudinal vibration [3]:

_ 41lm flz
Ed = bh y (1)
where: Eq is the Dynamic Young's Modulus [Pa], f; is the fundamental longitudinal frequency [Hz],
b is the width of the specimen [m], h is the height of the specimen [m], | is the length of the specimen

[m], m is the mass of the specimen [kg].
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The equation for establishing Ed value from transverse vibration:

Eq = 09464 () (%)3 Ay, 2)

where: E, is the Dynamic Young’s Modulus [Pa], f; is the fundamental transverse frequency [Hz], b is
the width of the specimen [m], h is the height of the specimen [m], | is the length of the specimen [m],
m is the mass of the specimen [kg], A¢ is the correction factor.

The equation for establishing Gd value from transverse vibration:

4lmf?
Ga = (5 4, 3)
where: Gy is the Dynamic Shear Modulus [Pa], f; is the fundamental torsional frequency [Hz], b is
the width of the specimen [m], h is the height of the specimen [m], | is the length of the specimen [m],

m is the mass of the specimen [kg], A; is the empirical correction factor.
Poisson’s ratio is calculated from the final values of the Dynamic Young’s Modulus and
the Dynamic Shear Modulus according to the equation [3,4]:

Eq
u__
2Gq

-1, @

where: p is the Poisson’s ratio [-], Eq is the Dynamic Young's Modulus [Pa], G4 is the Dynamic Shear
Modulus [Pa].

Gypsum samples during every laboratory measurement of material characteristics were measured
and weighed. Measured sizes and weights were used for establishing values of the Dynamic Young’s
Modulus and the Dynamic Shear Modulus for every one of approximately 60 measurements during the

first sixty hours from the sample production.

All samples were during whole procedure of measuring in laboratory environment. Average
laboratory temperature was 23°C and average relative humidity was 42%.
3. RESULTS

The first established value was the Dynamic Young’s Modulus determined from the longitudinal
vibration (Fig. 2). As can be seen in Fig. 2, value of Dynamic Young’s Modulus Ed increased by 4%
from average value 3.8 GPa to 3.95 GPa in the first 3 hours after production. During the next two days

(48 hours) the value of E4 remains relatively stable between 3.7 GPa and 3.9 GPa.
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Dynamic Young’s Modulus (Longitudinal Mode) E,[GPa]
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Fig. 2 Dynamic Young's Modulus (Longitudinal Mode)

During the last ten hours of laboratory measurements maximal release of free humidity which is
possible in described laboratory environment occurred. Initial weight of samples was 395 g. Weight
during measurements decreased to the values between 280 and 290 g. Increase of E4 values was
observed at the end of laboratory measurements (the last 10 hours). The maximal value of Eq

established from longitudinal vibration of samples reached 4.4 GPa.

Ey values established from the transverse vibration were determined from measured values of
resonant frequencies (Fig. 3). According to formula (2) for E4 values, greater scattering of E4 values

comes when Ey is established from transverse vibration of samples. It is possible to say that values

developments from both Fig. 2 and 3 are very similar.

Dynamic Young’s Modulus (Transverse Mode) E,[GPa]
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Fig. 3 Dynamic Young's Modulus (Transverse Mode)
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The Dynamic Shear Modulus was established in the next stage of evaluation of measured values.

Values were established from formula (3).

Gy values present almost no change during the whole procedure of hardening and loss of free
humidity. Values were constantly between 1.35 and 1.5 GPa. In the final stage of measurements,
increase of G4 values occurs similar to the case of Eq measurements. G4 values increased by 17 % to

1.75 GPa during the weight loss of the last 10 g of free humidity from the gypsum samples.

Shear Modulus (Torsional Mode) G, [GPa]
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Fig. 4 Shear Modulus (Torsional Mode)
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Fig. 5 Poisson’s ratio
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Based on established values of E; and Gy it was possible to determine the Poisson’s ratio for each
measurement of the samples. The progress of the values of v is presented in Fig. 5. The majority of the
values falls into the range between 0.30 and 0.33 without any regard to when the value was

determined.

4. CONCLUSION

The article presents the results of an experiment during which the development of the Dynamic
Young’s Modulus, the Dynamic Shear Modulus and the Poisson’s ratio of three grey gypsum samples
were monitored in time. It was observed how the values change during the first 60 hours after the
production of the samples in laboratory environment. The characteristic values were observed from the
time of production until the release of free moisture that is until the loss of approximately 100 g of the
original weight. The experiment gives more accurate knowledge of the behaviour of gypsum samples
in laboratory environment and it is one of the further steps of deeper research on the behaviour of

gypsum binders, particularly grey gypsum.
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DEVELOPMENT OF STRENGTH OF CONCRETE FROM
ORLIK DAM

Ondieg ZOBAL*, Zdenék BITTNAR?,
Pavel PADEVET 3

Abstract: The Orlik Dam is ranked among the most importamistroiction works on the territory of the Czech
Republic. This construction provides a chance talyre the perfect technological process and use@nmaa In
the concrete mixture for construction of the datmast 30% of cement was replaced with power pligrash.
The reason for using fly ash was to prevent cootitn damage due to high increase of hydration h8atthere

is a unique chance for analyzing such materialraftere than 50 years of operation. This paper dedth the

development of compressive strength and tenséagtin.

Keywords: Orlik Dam, Concrete, Fly Ash, Compressive Strengémsile Strength

1. INTRODUCTION

Construction of the Orlik Dam started in 1956 andias completed in 1961. The Orlik Dam is the
largest waterworks in the Czech Republic and & fgart of the Vitava Cascade. The dam unit of the
Orlik Dam is a linear gravity concrete dam of theght of 81.5 m and crest length of 450 m [1].
923 000 m of concrete were used for construction of the daetfect schedule of works and plotted
technological solution, however, allowed concretoig83 % of the cubic capacity as soon as in 32
months [2].

Cracking in the construction started to appearr dfte first phase. The cracks were caused by high
increase of hydration heat. To solve the probldmsvariant, when certain part of cement is replaced
with power plant fly ash in the concrete mixtureasnchosen. For construction of the dam two
mixtures were used — cover concrete B170 with 2@¥énkof cement and 50 kg/m3 of fly ash and
center concrete B80 with 130 kg/m3 of cement ankg#or of fly ash [3].
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2. EXECUTED TESTS

The analysis of material and mechanical propeviies carried out in this specific concrete. Thisgrap
presents the test of compressive strength anddestsength.

21. THE TEST OF COMPRESSIVE STRENGTH

Cubes with the edge of 200 mm were cut from cyliadeith diameter of 300 mm by a diamond saw
and the test of compressive strength was carriedTtwe test was carried out with four cubes and the
value of compressive strength ranged from 42 t&/®h. In the Fig. 1, there is a photograph of the
body ready for test.

Fig. 1 Test Preparation: specimen for test of thepressive strength

2.2. THESPLITING TEST

The Splitting test was carried out on the cylindeith the diameter of 300 mm and height of 220 mm

and tensile strength was established. The testami®d out on six bodies and the value ranged from
3 to 4.5 MPa, which corresponds with c. 10% of caeapive strength, which is stated in Chapter 2.1.
In Fig. 2, there is a photograph of the body refmtymeasurement. We can see steel prisms in the

upper and lower parts and one of the extensomgtengasure related deformations in the middle.

Fig. 2 Test Preparation: specimen for the Splittiagt
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3. EVALUATION

In this chapter, there are examples of typical sewf individual tests of compressive strength and
tensile strength. The course of dependency of dngpcessive strength on reshaping when maximum
value of compressive strength for this testing bsdg2 MPa is graphically illustrated in Fig. 3.€Th

course of dependency of the tensile strength dmapsg when the maximum value of tensile strength

for this testing body is 3.1 MPa is graphicallygtrated in Fig. 4.

Dam Orlik, Cube No.4

50 T T T T [ T I— T T T

10

1953
=

Stress (MPa)

2
[

4] ] 20 30 40
Strain (*0.001)

w
<

Fig. 3 The Orlik Dam — concrete mixed with fly affer 50 years — dependence of compressive

strength on deformation
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Fig. 4 The Orlik Dam — concrete mixed with fly aster 50 years — dependence of tensile strength on

deformation
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4. CONCLUSION

The executed analysis verified excellent propeuiethe concrete, which was used for production of
the dam unit of the Orlik Dam. Huge quantity of theilding materials caused difficulties with
variability of the used materials quality. For tiesason, the construction site control was estadudis
and 9000 different tests and 30 000 non-destructneasurements of the concrete properties
development were carried out during the constracfit}. The resulting concrete is a very compact
material with minimum hollows and pores with higihesgth, which still grows with time (average
compressive strength for B80: 28 days — 10.1 MBale&§s — 18 MPa, 360 days 23.4 MPa, 50 years —
47.3 MPa [4]). This is a very positive fact thabshl convince sceptics of using more power plant fl
ash during production of concrete. The analysivguiadhat substitution of almost 30% of cement for

fly ash had no negative effect on long-term quegitof the resulting concrete.
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COMPLEX MICROSTRUCTURAL ENRICHMENT
FUNCTIONS BASED ON EXTENDED WANG TILE SETS

Lukas ZRUBEK!, Anna KUCEROVA?,
Jan NOVAK?

Abstract: This contribution addresses the so called extended Wang tile sets to create aperiodic microstructural
enrichment functions by means of stochastic Wang tiling synthesis technique. Acquired constructions are more
self-equilibrated and better correspond with spatial statistics of underlying microstructures than the functions
synthetized from standard sets and designed by means of a multi-objective optimization. The use of synthetized
enrichments is seen in numerical simulations of disordered material systems in Generalized and Hybrid Finite

Element environments.

Keywords: Wang tilings, random materials; FFT solver; local field synthesis;

1. INTRODUCTION

Nowadays, sustainable environment tendencies along with the political-socio-economic aspects lead to
highly optimized design of majority consumable products. In Civil or Mechanical Engineering industry,
this is mirrored by a pressure to a less material consumption, provided final commodities keep improving
their original performance from customer appealing perspectives (for example a new season model of
rain coat is lighter and cheaper but it exhibits better water resistance). Such, somehow idealized, benefits
are often contradictory and barely possible without a detailed understanding of characteristic physical

processes taking place on various scales of materials with heterogeneous microstructures.

In the current engineering practice, the detailed study of existing or newly designed materials is
inconceivable without computer aided simulations with numerical methods at heart. For instance, let
us recall the Finite Element Method (FEM) which shows robustness for structural-scale computations,
however it is less decisive for microstructural details. By virtue of this fact, the conventional FEM
variants have been modified in order to deal with an a priory knowledge on local scale behaviour without

the need for detailed resolution.

'Be. Lukds Zribek , Department of Mechanics, Faculty of Civil Engineering, Czech Technical University in

Prague, lukas.zrubek @fsv.cvut.cz

*Ing. Anna Kugerov4, Ph.D., Department of Mechanics, Faculty of Civil Engineering, Czech Technical Univer-

sity in Prague, anicka@cml.fsv.cvut.cz

*Ing. Jan Novék, Ph.D., Institute of Structural Mechanics, Faculty of Civil Engineering, Brno University of
Technology; Department of Mechanics, Faculty of Civil Engineering, Czech Technical University in Prague,

novakj@cml.fsv.cvut.cz

263



Nano and Macro Mechanics 2012 Faculty of Civil Engineering, CTU in Prague, 2012, 20" Septemeber

One of those concepts, the Trefftz Stress Finite Element Method (TSFEM) [1] is outlined in the
sequel. It focuses on enhancing the standard approximation basis by means of microstructural enrich-
ment functions. In the context of this method, the enrichments characterize the stress filed at the level
of material constituents. The components of sought tensorial function are embedded in a matrix >*
which is involved in ansatz (1). For the detailed discussion on the method in the current context or

micromechanics-based enrichment constructions, respectively, we refer to [2] and [3].

1.1. HYBRID TREFFTZ STRESS ELEMENT APPROACH

In the hybrid approach that builds on the Trefftz stress element formulation by Teixeira de Freitas [4],

we seek for the approximate solution to local stresses within an element open domain {2, in the form
oM(x) = [Z(x) + Z*(x)]a Vx € Q., (1)

where the matrices (), *(x)3x3, respectively, ensemble the macroscopic stress approximation func-
tions and their self-equilibrated microscopic counterparts [3]; a stands for the vector of standard degrees
of freedom, noting that no extended degrees of freedom are introduced due to the imposed compatibility

between macro and micro (perturbation) basis.

1.2. COMPLEX MICROSTRUCTURAL ENRICHMENT FUNCTIONS

A determination of individual components 37, () of the matrix ¥* () is a tremendous task, namely if
considering large supports over which they are usually desired to be evaluated. This is why, geometri-
cally simple low-scale phenomena as e.g. stress jumps on material interfaces, smeared reinforcement
bond slip, crack propagation, etc. is usually considered. Techniques to evaluate functions that can reflect
complex geometrical and topological arrangement of heterogeneities are very limited. To name a few,
analytical micromechanics was successfully used for thousands of ellipsoidal inclusions in an isotropic
matrix [3]. Fast summation solvers [5], on the other hand, allow for a complex non-analytic geometry,
but perform well for small supports only. Recently a new technique blending Wang tilings, single-
objective optimization and mentioned Fast Fourier transform based tools has been proposed [2]. How-
ever, the incompatibility of local stresses among individual tiles revealed excessively strong. Moreover,

the situation deteriorates when further emphasizing spatial features of reconstructed microstructures.

In this contribution we thus present the preliminary outcomes of yet another approach which re-
duces the number of optimization parameters and is accurate and efficient from computational overhead
point of view. Preliminary observations show that the adopted strategy leads to reconstructed fields ex-
hibiting better balance in spatial statistics of underlying and reconstructed microstructures as well as
compatible fields on congruent tile edges. The method consists in complete removal of optimization
parameters with respect to mechanical field components and their substitution with so called extended
tile sets obtained from solutions to specifically arranged small valid tilings being the subject to uniform

strain excitation.
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2. METHODOLOGY

2.1. A BRIEF INTRODUCTION TO WANG TILINGS

As the subject of Wang tilings is rather rare to computational mechanics community let us briefly remark

on this topic at first.

The gaming pieces, dominoes have spread throughout Europe from Italy where it had been brought
from China in the early 18th century. In the most likely country of origin China*, however, it is believed
to be known since six centuries backwards. Despite the above historical evidence, the idea of Wang
tilings is quite recent, introduced to scientific community in the early sixties of the last century for
purposes of mathematical theorem proofs by means of pattern recognition [6]. It uses a concept of
four-sided square dominoes — tiles, gathered in sets, capable of covering portions or entire 2D planes
called tilings. Contrary to original gaming dominoes which are linked together through the rules related
to morphological information within each block half, the fusion of Wang tiles is allowed through a
morphology assigned to congruent edges distinguished by colors, near-edge locking patterns and either
numerical or alphabetical codes [7]. The tiles are not allowed to rotate when fusion performed, thus
two tiles with the same sequence of edge codes mutually rotated by k7 /4 are considered different.
The tiling synthesis algorithms, stochastic or deterministic [8, 9], are designed so that no sequence of
tiles periodically repeats, which together with carefully designed tile surface textures predisposes the

technique to compress morphological information of complex random microstructures [7].

2.2, RECONSTRUCTION OF MICROSTRUCTURAL ENRICHMENTS ON OPEN DOMAINS

Contrary to purely morphological results evidenced so far [7], the current effort is more difficult as it
aims at compression and reconstruction of tensorial functions. With respect to non-local character of
mechanical quantities, we do not last with standard Wang sets with minimum corner edge combination
duplicates but must extend them according to Tab. 1. Moreover, individual enrichment functions -7, (x)
should still correspond with underlying microstructure quantified by the two-point probability function
S5 in order to avoid parasitic long range orientation orders as discussed in [2]. The reconstruction of

required quantities itself is performed by means of stochastic tiling synthesis due to Cohen et al. [8].

2.3. EXTENDED TILE SETS AND THEIR MORPHOLOGY DESIGN

As reported in [7], the creation of tiles and sets that store strictly scalar information as material mi-
crostructure or a surface texture is fairly straightforward. Certain difficulty reveals when one attempt
to deal with patterns of non-scalar quantities as stresses, strains or displacements. In this case, a
morphological appearance of each tile in tiling depends on other tiles, at least on those placed in a

near neighbourhood. The extent of this dependence is given by a physics and particular governing equa-

*Egyptian or Arabian origins are also theorized.
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tions of sought quantity and also the ratio between tile edge dimension and characteristic microstructural
length(s). Contrary to the strategy adopted in [2] the design of tiles with microstructural patterns and
those carrying local fields has been decoupled. Thus originally multi-objective optimization reduces to
a single-objective optimization of the microstructure. Other quantities are calculated separately. This
goes, however, at the expense of drastic increase of number of tiles in the set, Tab. 1, here called ex-
tended set. For example, instead of eight tiles necessary to reconstruct either microstructural or stress
patterns according to the methodology reported in [2], this number increases to 32, 768 by making use

current strategy, first row of Tab. 1. Nonetheless, local stresses in these tiles are calculated in consid-

Tab. 1 Number of tiles in extended tile sets. Last column addresses the time complexity of extended set

morphology design, provided that the evaluation of a single combination is in order of O(10°) seconds.

Tile set | No. tile combinations in cardinal i-th and ordinal ij-th directions | Time complexity?
1|23 |4 |13]23|24|14 ngom

W82-2 | 4 | 4 |41 4|2 |2]2)|2 32,768 O(10') hours

Wi16/22 | 8 | 8 | 8 | 8 | 4| 4| 4] 4 16,777,216 0(10%) days

W18/3-3 | 18 |18 |18 |18 9 | 9 | 9 | 9 12,397,455, 648 0(10%) days

erably simpler and smaller subdomains and only once comparing to thousands of evaluations during
multi-objective optimization process. The domains are synthesized of a single Wang tile ¢; and eight
adjacent neighbours situated along cardinal and ordinal directions, Fig. 1b. These are then the subject
to periodic boundary conditions and strain field excitation, successively set to one for normal and shear
components. The resulting local mechanical fields within ¢; as the functions of particular load case and
unique combination of boundary tiles are thus delivered. The extended set of tiles with stress patterns
is then gathered from all admissible combinations of tiles #; from a standard Wang set as shown e.g
in Fig. 1a, and those around its boundary, Fig. 1b. A total number of combinations renders the total

extent of extended sets as listed in the penultimate column of Tab. 1.

meineineiveineieinIneEREY
A e O O e B
CArararararoargra e

T o ol el R R
(@) (b)

Fig. 1 a) Wang tile set W16/2 — 2 made of 16 tiles with two distinct edge codes in vertical («, 3) and

horizontal v, § directions, b) tile t; within its neighborhood given by cardinal-i and ordinal-ij directions.
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3. NUMERICAL EXPERIMENTS

The proposed methodology has been tested on the same benchmarks as numerical experiments reported
in [2]. Summarized, a two phase random composite made up of homogeneous isotropic matrix with uni-
formly distributed equi-sized circular disks of radius p is considered. Young modulus and Poissons ratio
of the matrix and the disk phase, respectively, is set to E,,, = 1, v, = 0.1 and E4 = 10, v,,, = 0.4.
Moreover, a converse example with swapped stiffnesses is also explored. The synthesized stress enrich-
ment functions are plotted over the reconstructed domain Q consisting of 9 x 9 tiles whose appearance

is shown in Fig. 4b.

First, in Fig. 2, it is shown the distribution of the first component >7; of the matrix of perturbation
stress approximation functions calculated directly in the reconstructed domain Q, Fig. 2a, its synthesized

counterpart i’{l, Fig. 2b, and relative error, Fig. 2c, calculated according to Eq. (2).

1S5 (x) — Z35() |14 ~
f5.5(x) = J Ve, i,j=1,2,3. (2)
! 1% ()11

The results for the swapped contrast of Young’s moduli are displayed in Fig. 3. It is evident from both

0.025 0.05 0.075
P IRERR A

(©)

Fig. 2 Comparison of reference and synthesized stress field approximation function for contrast
Eq/E,, = 101, a) £%, evaluated directly in reconstructed domain Qb ) i’{l synthesized from extended

tile set, c) relative error according to Eq. (2).

figures that the relative error is less than 2.5% or 5% in most points of Q for respective contrasts except
tiny local regions (in red) where the acquired error may go from 10% to approximately 60%, noting that
the color patterns ware rescaled between zero and 10% for clear visualization of low error regions. As for
the quality of reconstructed microstructure, Fig. 4b, it evidently exceeds those obtained with the help of
multi-objective optimization, Fig. 4c,d. Moreover, its proximity to reference morphology, Fig. 4a, is well
captured for long range orientation orders since parasitic artifacts are difficult to observe. However, it is
less conclusive for short range orientation orders, namely due to the choice of S5 as the only descriptor.
To improve the situation, an additive descriptor, e.g. the Lineal path function, would be necessary.

Rather weak long range spatial artifacts are also underpinned by the curves in Fig. 5a, obtained as the
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(b) (©

Fig. 3 Comparison of reference and synthesized stress field approximation function for contrast
Eq4/E,, = 107, a) X3, evaluated directly in reconstructed domain Q, b) i’{l synthesized from ex-

tended tile set, c) relative error according to Eq. (2).

(d)

Fig. 4 Microstructural patterns for a) reference medium, b) synthesized medium by single-objective
optimization (o = 00), ¢) synthesized medium by multi-objective optimization (o = 10*), d) synthesized

medium by multi-objective optimization (o = 10°).
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0.25 w =107 e 0.28 ; w =105 o
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Fig. 5 a) Two-point probability functions of reference and reconstructed media obtained by single and

multi-objective optimization, b) relative stress error with respect to number of disks within tile set.
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cross-sections through S5 functions for each microstructure representation displayed in Fig. 4.

The optimal configuration of perturbation stress patterns in extended set can be further supported

by the evolution of the relative cumulative error, Fig. S5b, defined as [2]
1
fe = = [ 0ijf5,(x)dz, (3)
€] Ja

where d;; denotes the Kronecker delta and for a single component f5 ;; () holds [2]

1555 () — 55 ()1

| "% () — mai,n Yii(x)|h

fz.ii(x) = Ve e, i,j=123. (4)

The results clearly demonstrate that in the original multi-objective algorithm f5 increases with increas-
ing w, see [2] for more details. Contrary, in the proposed method, which corresponds with w = oo
in original algorithm, the error remains independent of S, and keeps its values underneath those for
w = 10%. Moreover, it exhibits positively descending trend for tiles involving more morphological in-
formation, which is mirrored by increasing number of disks n? in the set or dimension of tile edges.
However, this conjecture seems somehow violated for tiles larger than a threshold value n¢ = 27 and

must be carefully explored in years to come.

4. CONCLUSIONS
In this contribution we have outlined a new way of synthesizing complex microstructural stress enrich-

ment functions by means of extended Wang tile sets, single-objective optimization and stochastic tiling

synthesis. On the basis of acquired results we have conjectured that

e the proposed technique is better posed regarding the quality of calculated mechanical fields and
microstructural patterns than the original multi-objective optimization based method reported

in [2].

e extended sets can be used similarly to standard Wang sets to synthesize micromechanical fields

on open domains.

e less than 15% of the synthesized function support is burdened with relative cumulative error larger

than 10%, Fig. 6.
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Fig. 6 Histograms of relative cumulative error, Eq. (2), for a) Eq/E,, = 10%, b) E4/E,, = 1071,
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