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RECONSTRUCTION OF DATA FROM CREEP
MEASUREMENTS

Petr BITTNAR?, Pavel PADEVET?

Abstract: The paper is focused on the describing of dataomstruction from creep
measurements. The raw data were damaged by powagess The repaired measurements
were used for the creep evaluation of the cemestepaith sand. Evaluation of creep
measurements of the reconstructed data was caaugdand is presented. The measurement
was performed on the dried and saturated specinpeegared from the cement paste [1].

Creep and shrinkage were measured.

Keywords: Cement paste, Shrinkage, Creep, Water saturgiedisens,

INTRODUCTION

Measuring the creep of a cement paste is a longepso The measurement that is presented in the
paper has run for one month. During the time ofsueament, the unpredictable events can occur that
may degrade the measurement. The most common isaaiseinexpected power outage. This is left to
prevent that the measurement system is precedéatisry backup. This allows writing the last read
data to the computer memory and from there theynaréonger deleted. In the case of long-term
measurements, the reading and writing of data iopeed with a longer time lag, this event is not
destructive for measurements. During the read targgrvice outage and re-start of the measurement

system can occur. The data record is not violatatis case.

The second possibility of damage of the recorcc@mulation of errors in the records. This may
be due to errors in data transmission between #@suoring probe and the storage or inappropriate
composition program in the processor that contiials recording. The elimination of complications
from the second group of data corruption is a cicapd process. Faulty measurements or data

recording interruption can occur at any time durithg measurement. The occurrence of these
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complications affects the quality of the power dumnd noise disturbances on the cable between the

probe and the computer.

SYSTEM OF MEASUREMENT

The measuring principle is simple, based on a tengr stable system loading. The loading of the
sample is performed in the lever mechanism. Theism is loaded by properly chosen force that
does not change during a measurement. The probeplaced around the specimen parallel to its
longitudinal axis [2]. Total three optoelectronimpes are used. During the test, the change of the

length of the specimen is measured. The usuallesfghe specimen is 70 mm.

The values of the deformation - the lengths ardtevrito a file that is created during measurement.
Writing in this case was conducted with an intefad minutes. A longer interval between records is
possible because the measurement of creep andadeimoes not rank of rapid processes, in which
the frequent reading is necessity. The time steprding of the selected data from measurement is
controlled by processor placed between the prolzk the computer. If there is an error in the

measurement, it is usually due to faults in thegssor during the measurement.

This was a casef damage measurement, which is described in thielear The recorded
measurement is shown in FigureThe horizontal axis describes the time in days. Téntical axis
represents the average deformation of the bodys Vaiue is calculated as an average of three

Sensors.

Specimen No.1

40
35

20
15
10

Deformation (microns)

-10
-15

Time (days)

Fig. 1 The original recording of measurements.
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Random measurement shutdowns are shown in the gff@igh 1). There is discontinued
deformation measurement and values are not recotdiegever, the time recording in the central
processor remained unchanged. Re-starting the mezasnts were carried out by restarting the whole

measurement system.

DESCRIBING OF RECONSTRUCTION

The shape of the creep and shrinkage curves ofmtiterials with the cement matrix remains
continuous in the case of continuous measuremeé&hesefore in this case, deformation curves should
be continuous, too. The reconstruction was carodin two steps. The first step is to ensure the
continuity of deformation changes. The second &dhe elimination of erroneous measurements so

as to maintain the correct time axis.

Continuity changes of deformation is performed bsdiction of deformation in time at the time of
the disturbed measurements. In this case, it isssacy to proceed from the errors incurred at the

beginning to the errors of measurement at theoéttie record.
Then it is possible to remove incorrect measuresentthe horizontal time axis. The corrected

entry is shown in Figure 2.

RESULTS OF MEASUREMENT

Resulting reconstruction of damaged data is shovig. 2 to 7.

Specimen No.1

40
35 1
30 A
25 1
20 A

15 -

10 A \

Deformation (microns)

0 ) )
0 5 10 15 20 25 30

Time (days)

Fig. 2 Reconstructed creep measurements on thanspedNo.1.
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Fig. 3 Reconstructed creep measurements on thémspedNo.2, in drying condition.
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Fig. 4 Reconstructed shrinkage measurements osptheimen No.3, in drying condition.
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Fig. 5 Reconstructed shrinkage measurements ospth@men No.4, water saturated.
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Fig. 6 Reconstructed creep measurements on thenspedo.5, water saturated.
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Fig. 7 Reconstructed creep measurements on thenspedo.6, water saturated.

The measurements must be divided into two groups.fifst group consists of specimens 1-3 that
have been dried before the test. The second grongists of the specimens 4, 5 and 6. The samples
were saturated with water before the beginningheftest. Each group can be divided into specimens
which were loaded and specimens without loadirgpded specimens were 1, 2, 5 and 6 and the
result of measuring was the creep. Unloaded spesinh@d No. 3 and 4, and the shrinkage was

measured on them.

The cement paste was prepared from the PortlandrteGEM | 42.5R and using the water-cement
ratio of 0.4 [3]. The cement paste contains same Weight of sand to cement weight was 1: 1. The
sand was applied to a grain size of 1 mm. The péage representation of the sand in its overall
amount was: 4.5 % fraction of 0 - 0.125; fractioonfi 0.125 to 0.25 9.18 %; fraction of 0.25 to 0.5
48.2 % and fraction of 0.5 -1 38 %. The specimgase made in cylindrical molds with a diameter

of 10 mm. The specimens were placed into a watdr &fer concreting and their pressure surfaces
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were adjusted by cutting [4] at the age of 1 mofitherall length was reduced to 70 mm. Creep tests

were performed at the age of 1 year.

CONCLUSION

The size of creep of dried specimens was 24 amdi@fns after 25 days. The size of shrinkage of
the dried specimen No.3 was 24 microns after 25.déke creep of saturated water specimens was
53 and 57 microns. The shrinkage of the specimed Kmached the value of 32 microns. The results

are related to the 25 day testing.

Very interesting results would be achieved by reahowf the shrinkage from the creep
measurements. The name for these results on the sivecimens is basic creep. The same process can
be done with water-saturated specimens. The naméhéoresults is the creep of water saturated

specimens.
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NUMERICAL SIMULATION AND ANALYSIS OF KINETIC
PROCESSES OF CALLUS TISSUE FORMATION AND
OSSIFICATION DURING DISTRACTION OSTEOGENESIS
TREATMENT IN STAGE OF ACTIVE ELONGATION AND
NEUTRAL FIXATION

FrantiSek DENK?, Miroslav PETRTYL 2

Abstract: Biomechanical stimulations during long bones lgm@ming by distraction osteogenesis method have
key influence on the development and formationlact#on of bone regenerate tissue in interfragraégap of
interrupted diaphysis. These physiological or #@i#lly applied external effects with regard to ithdirection

and size by different ways regulate the extracaflmhatrix synthesis of intefragmental tissue, résglin the
genesis of the relevant characteristic phenotygeissue structures. The study of kinetic procesdesallus
tissue formation and ossification with dependenoystress and strain distribution changes is perfedm
according to various and inhomogeneous course okhiissue formation in the callus sub-volume |anai

within individual characteristic phases of the Haglprocess.

Keywords: distraction osteogenesis, bone regenerate, ldaeif callus ossification, external fixation, caited

biomechanical stimulations

INTRODUCTION

Currently there are available numerous methodsvailp analysis of quality, structure and density
development of bone tissue (RTG, CT, densitométistology, exact mathematical models) during
long bones lengthening, however, most of these wodsthare imprecise, in clinical practice
inapplicable, financially or time demanding. Affatule and efficient tool based on the fundamental
principles of mechanics, which would take into agdathe simultaneous effects of a number of very

important factors affecting the formation and cdidstion process of bone regenerate (e.g.
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inhomogeneous and nonlinear temporal changes oériaatproperties, real shape and volume
changes, load changes during the treatment progmauhanical properties of the applied fixator,
etc.), continuously serve sufficiently realisticipire of the bone regenerate behavior in macra,oaic
mezo levels, export information useful for clinigaiactice and provide feedback to specific clinical
outcomes (homogeneous Young's modulus of tissumogeneous stiffness of bone regenerate,
ossification degree, etc.), has still not been bped. Presented work deals with a detailed X-ray
evaluation of specific bone regenerate and numeeelysis simulating kinetic processes of
formation and ossification during the whole per@dhe lower limb shaft lengthening by distraction
osteogenesis method. All initial and final boundagnditions for the theoretical calculation are
derived from the experimental results of X-ray gsml of clinical practice. Simulation process ohbo
tissue formation and regeneration is based onablailtheories of tissue differentiation [1], rebats
between mechanical stimulation and tissue difféméonh [2], and dependency of bone tissue
modeling, remodeling and resorption dependency echanical stress and strain [3]. For calculation
is compiled basic biomechanical model, which defitiee basic components influencing external

force effects transmission and determines thedr irodifferent stages of treatment program.

RADIOGRAPHIC ANALYSIS OF BONE REGENERATE

The case of successful 65 mm extension of thetileé in a patient without achondroplasia with
total treatment time of 214 days (sex: female, &ggears, height: 124 cm, weight: 25 kg, BMI: 15,9)
was selected for detailed X-ray analysis of insgfental regenerate formation, consolidation and
ossification during entire period of distractiorteasyenesis method treatment. Total observation time
is 969 days (2,6 years). Stabilization of the shaft ensured with Kirschner wires attached in aster
circular fixation system with three supporting kel (llizarov system). Radiographic evaluation of
callus development process from the elongationrnvégd is performed by treatment plan analysis
with corresponding detailed study of 2D images (® And L projections in various stages of healing,
i.e. determination of callus length, CDR (Callusaeter Ratio) [4] and evaluation of macroscopic
appearance (Fig. 1) [5]. The evaluation also inetu@ detailed analysis of the morphology and

structure in bone regenerate characteristic dewsdop phases.

Active elongation process ran from 14th day (siosteotomy) to 74th day of treatment (Fig. 1, A,
B), i.e. total 60 days. Until 39th day the extensi® executing symmetrically on all 3 helixes with
distraction velocity of 1 mm/day, after that theeeg of extension was on one of supporting helixes
reduced to 3/4 mm/day. From the 25th day of treatrtfee diaphysis was gradually fully loaded by
walking with underarm crutches. During elongatiaogess the K-wires and supporting helixes of
fixation apparatus were irreversible deformed. Naufixation period lasted 90 days, removal of
external fixator was done 164 days after osteot@figth day is considered the end of treatment. The

course of treatment was uneventful, the 115th dayatient was in home care.
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Fig. 1 RTG A/P projection, bone tissue formatiomap of interrupted
diaphysis, day of treatment no.: 39(A), 67(B), 8)2(64(D), 501(E), 969(F)

The relatively advanced stage of the extensionga®¢Fig. 1, A) shows a slight hypotrophy of the
callus. Due to elongation process, i.e. thanksi¢odction of tensile stress, the interfragmentatsp
mainly consists of highly oriented fibrous tiss#es a result of the full loading are in regenerate
already formed the localities of pressure stres® 0 this effect the beginnings of early maturais
already observable (osteoid formation and beginmihghe ossification process) around the bone
fragments of interrupted diaphysis. Length of thgenerate is in this state 30 mm, CDR ratio is

indefinable because medial zone still entirely txin®of fibrous tissue.

Final stage of elongation process (Fig. 1, B) isalume of medial zone characterized by a slight
hypotrophic drift, which is caused by tissue maioraand early ossification in proximal and distal
part of interfragmental volume. Due to the elonmatprocess the medial zone is still made up of

fibrous tissue. Length of the regenerate is 55 @BR ratio is 0,85.

In the early stage of neutral fixation (Fig. 1, li&ne regenerate is still slightly hypotrophic, l#ng
of callus is 65 mm, CDR ratio is 0,80. Exterior thiechanical effects are entirely in pressure zones
and it leads to very intensive consolidation andnition of mainly imature bone tissue. In medial
zone there is apparent the narrow sawtooth linerevthe ossified tissue is gradually and continlyous

interconnected.

At the time of fixation apparatus removal (Fig.0), the bone regenerate is fully ossified, slight
hypertrophic drift is caused by the very rapidfsébs increase thanks to full interconnection of
proximal and distal ossified tissue pillars of ifitegmental volume, CDR ratio is 0,90. Tissue & th
bone regenerate is homogeneous and formed by mhture tissue of very high quality or by

corticalis. Around the longitudinal axis of diapks/the intramedullar cavity recovery is also appare

Other radiographic documentation (Fig. 1, E, Fsprgs the influence of fully physiological load
of the lower limb on the modeling and remodelinggasses and consolidation of completely cortical

bone and part of tibial diaphysis with its chardste& architecture.



Nano and Macro Mechanics 2014 Rgafl Civil Engineering, CTU in Prague, 2014, ™8eptember

NUMERICAL SIMULATION OF BONE REGENERATE FORMATION

General biomechanical model

Compilation of biomechanical model and its respoissgiven particularly by the definition and
basic characteristic of partial components paridiy in the transmission of external force and
deformation effects in various stages of healing distraction osteogenesis method. This basic
biomechanical model is formed as a system of lirgpaings representing the components of entire

scheme fixed to deformation-resistant shoulderk witly vertical possibility of shift (Fig. 2, A, B)

T I R [

KB KB L ! .‘
KF KC KF KC KT 1 B - -
| X
KB KB [\\ ‘_

IR RCNTT

u (mm)

—
-
—_
£

A B C

Fig. 2 Biomechanical spring model of external figatfor neutral fixation
stage (A) and for active elongation (B), detail Fi&del for bone regenerate

numerical analysis (C)

The overall basic stiffness of the spring systénis given by the equation:

Kp = Kp + (55 + Kic)_1 +YX K (N.mrib), (1)

where the individual components are defined as\idl

Ke external fixation apparatus stiffnes,= 286 N/mm [6] [7] [8]
Kg stiffness of femur corticalis, represented bgds; = 17200 MPa
Kc bone regenerate stiffness, contemplatedtinte dependence of:Evalue

development in the range of 0 - 17200 MPa ddfibhg curve on the basis

of numerical verification

Kr stiffness of surrounding tissues - unknown, gsreeral rule £> 0 MPa

10
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In phases of active elongation the system is loasfitidl static vertical displacement, typically 1
mm/day. Inasmuch as the distraction speed corresptimthe velocity of growth and regeneration
capability of tissues [9], it can be assumed theliaxation and creep, and due to these effects time
disappearance of stiffness of some component3d¢.@ Ky — 0. In this stage during physiological
loading (compressive stress) the contribution ahgonentKc a Ky is not applied becausé. ~ 0 a
Kr > 0. Inasmuch akg >> K¢, equation describing the overall resistance ofsgrsem(1) in case of

physiological loading can be factive elongation (AE)phase formulated:
Kp ag,c(t) = Kp + K¢ o (0) (N.mn), (2)

whereKc(t) is a function of development of the bone regerepaessure stiffness due to its early
maturation. Simultaneously it is appli&@d. << Kg. For the case of distraction process is valid the

modification of relatior(1) which represents the resistance rate of tissugponants to the fixator:
Kp ag:(t) = K e (t) + X Kr (8) (N.mri), 3)

whereKc(t) andKy(t) — 0, andKc,(t) is function of inhomogeneous development of calérsion

stiffness. In phases okutral fixation (NF) the equatiorfl) can be accordingly adjusted to form:

Kpnr(t) = Kp + (ﬁ + Kcl(t))_l (N.mirit) (4)

inasmuch asKkc < Kg. In later phases of neutral fixation the fixatiapparatus performs only

-1
stabilizing function and can be applied relat(gﬁ(— + Ki) >> Kp, it can be written:
B C

Kowr® = (2= + =) (Nmrh ©)

YKg | Kc(b)

Numerical FEM analysis

Numerical simulation of bone tissue formation inenfragmental space was performed through
iterative computational algorithm separately foe $tage of active elongation and neutral fixation.
Optimization of various parameters of computatiqmaicess is carried out with regard to results of a
particular case X-ray evaluation of 65 mm tibiaemsgion with the aim of achieving the maximum
conformity during the course of interfragmental eegrate development for the characteristic sub-

phases of bone tissue formation within the treatrpesgram.

Computing process was performed in the form of ZDnkodel in ANSYS APDL environment.
The problem is with regard to the time consumptiohis phase solved by plane strain and biaxial
symmetry. The model mesh is composed of quadréditap elements of Planel83 type. Time unit is

an iteration step. Evaluation of the deformatidelds distribution in sagittal section during laagl of

11
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Fig. 3 Dependency of bone tissue remodeling on amechl strain [3] (left),

evolution of Young modulus E in time (right)

diaphysis bone fragments by tensile displacemephgsiological force effect in one iteration step i
the basis for the temporal changes calculatiom@fiomechanical properties of callus tissue irgtern
structure to next computational step of the alpamit Criteria for average strain evaluation on
elements are controlled by the modeling processgmerilence on the degree of biomechanical
stimulation (Fig. 3) [3]. Calculation expects prestenined time evolution of Young's modulus E
(MPa) for fibrous tissue and corticalis (Fig. 3)uriNerical simulation doesn’t take account the
regenerate volume changes as a result of elongatmress and combination of different load cases
during advanced part of active elongation stagedamihg early time of neutral fixation. Simultaneou
formation of oriented fibrous tissue and early mattissue in callus volume isn’t also taken into
account in the simulation. Fields of Young's modltu(MPa) distribution, total deformation of the
bone regenerate and fields of principal stresses; (MPa) are within iterative process evaluated

(Obr. 4,5). It was carried out and evaluated totdl sets of 102 - 159 steps for active elongasiaige

~ 0 MPal | Tensile

Fig. 4 Numerical analysis of kinetics of callusfibs tissue formation, active
elongation, from left step no. 2/9 and 2/45, 5/88 &/90, stress; (MPa)

12
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and 2 sets of 402 a 265 iteration steps. Iteraporcess was terminated after the creation of
equilibrium state of bone regenerate volume.

Stress [ | ~ 0 MPa

Fig. 5 Numerical analysis of kinetics of callus bdissue formation, neutral
fixation, from left step no. 2/9, 2/21, 2/67, 2/18ttesss; (MPa)

CONCLUSION

Based on the performed numerical simulation of bibsgie formation in interfragmental gap of
interrupted diaphysis during treatment by dist@actosteogenesis method the time dependence of
bone regenerate homogeneous stiffness course caorbgiled (Fig. 6). Detailed verification of
radiographic analysis in combination with bone regate numerical simulations presents a very real
picture of characteristic phenotypes of tissuecstines production in different locations in various
stages of treatment and concurrently allows thelateslocation of each iteration step in the tresitn
process time schedule.

g

g o < i
S S
v oo [%)]
%] [
8 035 8
E E
- 0,30 b
) N o«
8 025 o T T 0 8 . . .
N Ossification process beginning~  Active elongation / without ZF
[ » = > >
Q oo @ =
(o)) (o))
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Fig. 6 Time dependence of bone regenerate homogsrstiffness course
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Presented results of submitted study forms thesbasirecursive optimization of input parameters
(e.g. functional time dependencies of homogenizesling’s modulus E fields evolution on
macro/mezo structural levels), for preparing dethénalysis of bone regenerate behavior (formation,
consolidation, ossification) throughout the treatmperiod and subsequently for the creation an
effective tool of classification and continuous ioptation of the treatment process in relation to a

new electronically controlled fixation apparatu$[[8.
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WANG TILINGS IN HOMOGENIZATION TASKS
Martin DOSKAR!, Jan NOVAK?

Abstract: An efficient representation of microstructure of real materials based on Wang tiling is presented in brief.
Once the microstructure is compressed reconstructed domains of arbitrary size can be efficiently generated. This
makes the tiling concept appealing from the viewpoint of numerical homogenization. Computational enhancement

based on the method of Schur complement is investigated.

Keywords: microstructure compression, numerical homogenization, Wang tilings

INTRODUCTION

All materials exhibit heterogeneous structure from certain scale. Besides physical properties of ma-
terial constituents, the microstructural composition influences the overall response as well. Inspired by
Nature one of current trends in Materials Engineering is to actively design materials to suit intended ap-
plications. With growing computational power in silico testing along with optimization strategies seem
to be an appealing alternative to the classical approach to material design based on manufacturing and
physical testing of various microstructural compositions, which is rather time-consuming and costly [1].
Therefore a suitable framework that links a material microstructure and properties of constituents with
the macroscopic behaviour is desired. Such problem, referred to as homogenization, has been studied
since the end of nineteenth century, e.g. [2], and is currently well established especially in the case of
linear problems [3]. However, we believe that in the perspective of the recently introduced concept
of Wang tilings [4] the homogenization procedures may be enhanced with concepts of domain decom-
position leading to reduced computational overhead. Thus, the objective of this work is to develop a

numerical homogenization framework that would benefit from the repetitive nature of Wang tilings.

WANG TILINGS

To keep the paper self-contained fundamentals of Wang tiling concept are introduced next, for further

readings on applications of Wang tilings see e.g. [5].
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The basic element of the concept is a Wang tile, a square tetraminoe-like piece with codes assigned
to its edges. Tiling is understood as a mapping from a regular grid of points to a set of distinct tiles. The
edge codes play the role of a constrain such that only the tiles with the same codes on the adjacent edges
can be placed side by side. Moreover, tiles can be neither rotated nor reflected during the tiling. It means

that two identical tiles mutually rotated by k7 /2 with k& € {1, 2, 3} are considered as different.

The concept of Wang tilings was introduced by Hao Wang in 1961. In Wang’s work [6] the decision
problem of certain class of logical statements was converted into a question whether the related tile set is
capable of tiling the infinite plane. Since there is no general rule how to decide the tiling problem, Wang
conjecture was that if a periodic portion of plane (patch) can be tiled by the given tile set, then the set is
solvable and the statement holds true. Later, Berger came up with the first set which can cover up the
infinite plane without a periodically repeating patch. His findings initiated research on other aperiodic
tile sets that resulted in discovery of the aperiodic set containing only 13 tiles reported by Culik in [7].
However, from the perspective of Materials Engineering the stochastic tile sets introduced by Cohen
[8] are more appealing as they correspond better with the aim of modelling of materials with random

microstructure [5]. Henceforward by the notion tile set the stochastic tile set is understood.

By making use of either optimization techniques [4] or the automatic design of tiles [8, 5] a mi-
crostructural information can be compressed within a tile set such that a tiled portion of plane resembles
the reference microstructure in sense of statistical descriptors with desired level of accuracy. From
this point of view the tiling concept can be understood as a generalization to the widely accepted Peri-
odic Unit Cell (PUC) approach but instead of a single cell a microstructure information is attributed to
multiple tiles. By employing the stochastic tiling algorithm [8] arbitrarily large representations of the
compressed microstructure can be obtained in a very efficient way. This characteristic makes the concept

suitable for numerical investigation of homogenized properties as explained in the following section.

Fig. 1 Examples of compressed microstructures and one reconstructed microstructure realization: (a)
sandstone, (b) Alporas foam.
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REPRESENTATIVE VOLUME ELEMENT

In numerical homogenization the question of representativeness of a computational domain is of a
primary concern. Such a domain is usually referred to as the Representative Volume Element (RVE) [9].
In general, RVE should incorporate all characteristic features of the microstructure under investigation,
which leads to the requirement of statistical homogeneity and ergodicity of treated microstructure. Ac-
cording to Hill [10], the overall response of RVE should be invariant to uniform boundary load. It is
widely accepted, e.g. [11], that this requirement usually leads to very large RVEs. Thus it can be relaxed
to the condition that the wave length of physical filed fluctuations caused by the presence of inhomo-
geneities should be significantly smaller in comparison to the RVE dimension, i.e. the coefficient of
variation of effective properties of different microstructure realizations under the same load is below a
certain threshold. On the other hand, RVE must be small enough such that it can be considered as a

single material point in a macro scale analysis. This results in known condition of separation of scales.

The particular size of an RVE is the function of the microstructural geometry, the contrast between
material constituent properties and physical phenomenon under investigation [12]. In the case of com-
plex microstructures and high contrasts RVE dimensions can reach large numbers [13]. To avoid the
excessive computing a solution based on Representative Volume Element Sets (RVE Set) was proposed
in [11]. In this paper, we follow the standard asymptotic homogenization procedure in order to meet
the aforementioned Hill’s criterion. In addition, we adopt Niezgoda’s premise that the microstructure
represented to a high degree of accuracy automatically provides us with a broad range of effective prop-

erties [11].

The ability of the tiling concept to produce a microstructure realization of arbitrary size implies that
the asymptotic analysis of various physical phenomena can be performed effectively. Note that from the
perspective of Niezgoda’s nomenclature a tile set represents an RVE Set in terms of the microstructural
information providing that the average is taken over a tiling than each tile separately. That is because the
information associated with tile edges is accurately revealed only when assembled into tilings. For other
quantities a tiling, one microstructure realization, of dimensions smaller than RVE stands for Statistical
Volume Element (SVE). Averages over SVEs arising from uniform Dirichlet and Neumann boundary
conditions give upper and lower bounds on effective properties, respectively, refining the arithmetic and
harmonic bounds (also called Voight-Reuss-Hill bounds for linear elasticity problem and Weiner bounds
for heat transport problem) [12, 14]. With increasing tiling size the apparent properties, i.e. macroscopic

properties of SVEs, converge to the sought effective properties.

NUMERICAL HOMOGENIZATION

As mentioned in the previous section the tiling-based compression of microstructural information
is appealing especially in the case of complex random microstructures and high contrast in material

properties. For such microstructures standard analytical bounds such as Hashin-Shtrikman are far apart,
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hence, employing strategies that take into account the real geometries is needed. In this paper we omit

the analytical approaches and focus solely on numerical homogenization.

The profound overview of numerical homogenization of linear properties can be found e.g. in
Kanit [12]. In the developed framework both heat transport and linear elasticity problems are covered.
However, we illustrate the methodology with heat transport problem. In brief, a computational domain,
SVE, is subjected to Uniform Gradient of Temperature — ® (Dirichlet) , and Uniform Heat Flux — Q

(Neumann), respectively, with prescribed boundary conditions in the form
Tx)=0-x, or q(x) n(x)=Q, Vrel. (1)
Spatial averages of local temperature gradient and heat flux are computed as

1 1
<VT>:|m/QVT(:B)dw, () :|Q|/Qq(a:)dzz:. (2)

If the macroscopic quantity is prescribed such that it induces unit excitation in one direction, the dual
averaged quantity directly yields the corresponding components of thermal conductivity or resistivity
matrix. For instance, if ® = {1,0,0}7 is prescribed, the spatial average (g) yields components A},
AP, and AP of the apparent/macroscopic conductivity tensor A*P. The remaining members can be

obtained analogically by ©3 or ©3 = 1 while the other components vanish.

The governing partial differential equation of heat conduction arising from Fourier’s law is solved
using standard finite element method. Discretization of computational domain is chosen as voxel-based,
i.e. each voxel represents a single finite element, since outputs of microstructure compression are usually
in form of digital images. This assumption leads to substantial reduction in computational cost since
an analytical expression for the element conductivity matrix can be derived as a function of material
properties and voxel size. The matrix values are pre-calculated for each of material constituents and are
added to the appropriate position during localization avoiding integration at a level of each element. The
simple geometry of voxel-based elements also allows for an analytical relation between element volume

average of gradient and flux, respectively, and element nodal values.

To further address the RVE size issue, various models are obtained from tilings of increasing size.
Moreover, for each size a number of realization is generated to get insight in variation of results. Such
an approach leads to numerous computations for repetitive geometries. Thus incorporation of elements

of domain decomposition may reduce the computational overhead.

First, each tile is treated as a separate finite-element task. Without introducing any boundary condi-

tions a global tile-level conductivity matrix K is assembled. No load R* is assumed to be prescribed for

18



Nano and Macro Mechanics 2014 Faculty of Civil Engineering, CTU in Prague, 2014, 18" September

the internal degrees of freedom r‘?, therefore the system of equations can be recast as

Kii K @ 0
11 12 r _ 7 (3)
K21 K22 I’F RF

where ' denotes the boundary degrees of freedom and Kjj are corresponding parts of tile global con-

ductivity matrix.

Condensation of the internal degrees of freedom, also called Schur complement method, results in
(Kaz — Ko1K Kyo)rm = RT (4)

where K = (Kgz — Koy K{;'Ki2) defines the tile conductivity matrix. Hence, at the tiling level number
of unknowns is reduced to number of tile boundary nodes resulting in significant reduction in number
of degrees of freedom (DOFs), see Fig. 2. The global conductivity matrix of a tiling is assembled by

localization of corresponding tile conductivity matrices.

8e+05

standard FEA ‘ —
tiling-based FEA _

[ ] [ ] L ] 6e+05

4e+05

°
°
°
°
°
°
DOFs [-]

[ ] { ] { ] 2e+05 |

0e+00 . —
. L4 * 1 2 3 4 5 6 7 8 9 10

Tiling dimension [number of tiles]

(a) (b)

Fig. 2 (a) Mesh of 2 x 2 tiling with condensed internal DOFs shown in grey and (b) graph of number of
DOFs with respect to tile edge size.

Moreover, matrices that relates the tile boundary nodal values with tile volume averages of tempera-

ture gradient and heat flux, such that

(VT)Qt = EVTrF and (q)q = ngrr, (5)

t

can be constructed along with the tile conductivity matrix in the pre-processing part and saved for later

use.

COMPUTATIONAL PERFORMANCE

A study on computational efficiency was performed, resulting graphs in Fig. 3 and Fig. 4, comparing
the proposed tiling aided homogenization to the standard FEM analysis in terms of computational time

and memory cost. Homogenization of thermal conductivity was chosen as a benchmark problem. The
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reference microstructure was compressed into 16 tiles each consisting of 85 x 85 px. The apparent

properties were computed for 1 x 1 up to 10 x 10 tiling, ten realizations of each tiling size were generated.

In Fig. 3a, the assembly phase consists of tiling generation, discretization and localization, the post-

processing covers averaging given by ((2)). As can be seen the major time saving is achieved in

2000

assembly
[ solution

standard FEA ' —

500 tiling-based FEA e

post-process
other

400 + 1500

300
1000 ~

200

Computational time [s]
Cumulative time [s]

500
100 +

I I I I I I I I
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10

Tiling dimension [number of tiles] Tiling dimension [number of tiles]
(a) (b)

Fig. 3 Comparison of (a) computational time for standard FEM homogenization (left columns) and
macro-element FEM (right columns) for each tiling size, and (b) cumulative time including the pre-
calculation part. Computational time for Intel(R) Core(TM)2 Duo CPU T5870@2,00GHz, 4,00GB
RAM, Windows 7 64bit, Matlab R2012b.

the averaging part. The time needed for condensation is excluded from the graph Fig. 3a, however, it
took 730 s to construct the tile conductivity matrices and the matrices which couple boundary nodal
values with the gradient and flux averages in this case. In Fig. 3b the cumulative time including the
pre-calculation is plotted. The tiling approach outperforms the standard analysis when larger domains
are to be computed. With more realizations of each tiling size the tiling approach would perform even

better.

However, there is a trade-off between reduction in computational time and memory. Despite a signifi-
cant reduction in number of DOFs in the tiling approach the tile conductivity matrices are fully populated
so the global matrix is less sparse, see Fig. 4a, resulting in more data to be stored, Fig. 4b. This feature
limits the application of the described methodology in three dimensions, where memory demands are

€veén more pronounced.
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Fig. 4 Comparison of (a) sparsity, the ratio of number of non-zero members to all matrix members, of
the global stiffness matrices, and (b) memory required to store the global conductivity matrix.
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SUMMARY

The concept of Wang tilings has been examined from the perspective of homogenization theory.
Once a microstructure is compressed into a set of Wang tiles a convergence analysis of apparent prop-
erties may be easily performed. The repetitive nature of tilings may be further utilized to improve
computational performance. The presented framework is substantially general and as demonstrated can
be applied effectively to any linear problem. In three dimensional analyses, however, the associated
memory costs may quickly exceed available resources. In such a case more sophisticated approach of

domain decomposition techniques should be used and will be in focus of our future work.
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DOUBLE DRUCKER-PRAGER CRITERION OF PLASTICITY
FOR CONCRETE

Josef FIEDLER?, Tomas KOUDELKA?

Abstract: Two Drucker-Prager yield functions are used tdirke a nonlinear material model for concrete that i
used for tri-axial analysis of plasticity. One ftion is to approximate tensile stress area the ottmenpression
area. Both functions are connected with a firstivetive singularity that is solved on the leveltbé stress
invariants by using imaginary tangent as a localgifunction. Computation is performed by SIFELM({®e
Finite Element) solver using the Finite Element hdek (FEM).

Keywords: Double Drucker-Prager, Concrete Plasticity ModEinite Element Method

INTRODUCTION

Given that behavior of concrete in tension and aasgion is very different, creation of proper
material model needs a special treatment. By jgibivo Drucker-Prager (DP) yield conditions [1] one
can obtain two different approaches in a singleengtmodel that can solve tri-axial stress stalés
first condition shall be set to describe tensiod #re other compression. In the paper, there wilab
description of the parameter setting to properlyecahe stress areas and basic principles of stress
return including the solution to singularities bétmodel. There will be also described basic ppiesi
of plasticity in Finite Element Method (FEM) andsalan essence of the Cutting Plane Method.
Eventually, all findings will be implemented intbet FEM solver SIFEL [2] and results will be

presented afterwards.

AN ELEMENTARY CHARACTERISTICS OF DP CRITERION

DP vyield function [3] is defined as follows

f(o) =a,li(e) +/J2(0) — 1o, 1)
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where a, and 7, are the parameters of the modg]. represents the yield strength in shear and

friction angle |, is the first invariant of the stress tensor abg is the second invariant of the

deviatoric stress tensor. This yield condition teea cone, if displayed in the principle strescsp

A DOUBLE DP CRITERION, PARAMETERS OF THE MODEL
Each yield condition shall be set by using paramet, andr, according to which stress area it is

supposed to describe. DP condition intended forpression is obtained by the following adjustment
of parameters [4]
_3 f - f, V3-3a,

r,=f — "¢ o)

a ) c
¢ 32 - ° 3

where f, represents the strength in axial compression Gnith biaxial compression.

For approximation of tensile stress area, follonsegof parameters is used

zﬁfc_ft

:f@
3 f o+ ‘ '

3

a

Ty

@)

where f, is the tensile strength..

Resulting double DP criterion dependent on stiresgiant is displayed as follows

|
0,

Om

{

0,

Fig. 1 Double DP in axial system of stress invat$an

For better understanding, the model is presentechge of plane stress Fig. 2 (for valdgs
30MPa fi=3MPa,f, = 1,2f.). Its approximations of areas of axial tension eoghpression and biaxial
compression are very satisfactory but it is inaauin biaxial tension. Nevertheless, a reductibn o
number of first derivative discontinuities is thigdest advantage (compared to the combination of DP

and Rankine criterion [5]), thus it represents igant simplification of numerical computation.
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Fig 2. Double DP model in plane stress
PLASTICITY IN FINITE ELEMENT METHOD
A yield condition for material models consideriniggdicity [3] [6] is generally expressed as
f(e,9) =0, (4)

where e is the stress tensay,is the vector of internal variables ahi$ the yield function. The stress
state expressed by Eg. 4 means that the matehi#ditsxplastic flow. If values of the yield functio

are negativd <0, the material is located in elastic stress st@teess states where yield function

f > Oare not admissible.

Assuming the elastoplastic behaviour of the mdtetha total strain tensor can be decomposed as

follows

e=¢g, te, (5)

where ¢ is the total straing,is the elastic strain angl, is the plastic strain. The stress is directed by

the elastic strain and it is defined by

c=Dg, (6)

where D, is the initial elastic stiffness tensor.
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The evolution of plastic flow can be firstly expsed as associated flow rule

. . of
E, =V— 7
p yao_ ( )
and secondly as nonassociated flow rule
. .0g
E, =V— 8
» =V 5, (8)

wherey is the rate of plastic multiplier, which indicatie® magnitude of the plastic strain and the

gradients give the direction of plastic strainsnéiionality of above mentioned equations is

conditioned by following expressions

y=0, f<0 yf =0 )

The last expression states that if increment aftiglanultipliery >0 yield condition has to be
fulfilled by f =0. Otherwise material is found in elastic strestesfa<O and plastic multiplier has

to be y=0.

The rate of plastic multiplier can be expressed as

.
2o
., . c _ (10)
(o002
Jdo 0 \0q) Oy

The increment of plastic strains is obtained bysfititing Eq. 10 into Eq. 8

;
o7,
‘ za_g. 0o \ 0o

V= £ (11)
p a T
gHcE
Jdo Jdo
T
where H=- i 9 12)
0q) oy

is the hardening modulus.
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CUTTING PLANE ALGORITHM

The cutting plane algorithm [3] is used for thauratng trial stresses to admissible yield surfdice.
requires first derivatives of the yield functiondaplastic potential function and the yield function

itself.

In the very first step it is necessary to deterntheetrial stresses,,
— -1
o, = De(g(") -&ff )) (13)

The superscripn indicates the iteration step in the global itetatprocedure. Assuming that the

current trial stresses need to be revised, theuatrah of the correct stresses can be written

" =¢" - DeAfé") (14)
n n a )
De) =ay (15)
(n-1)
o =¢" -DAY" 997" (16)
do

Combining Eq. (16) and the discrete consistencylitiom

fle™,q")=0 (17)
leads to
(n-1)
f(a” -DAy™ 997" ,q(“)] =0. (18)
do

The Eg. (18) is solved by the Newton method

Ay(”"“l) — Ay(n’k) +5y(n,k) (19)

oM = (00 _ 5,00 D a:(?‘l) (20)
nk+ n n a (i

gD = g — gt ,k)%_y (21)

where the superscriftindicates the inner iteration step in the stretsrn algorithm. The increment

of the parametedy is evaluated every step by the following exprassio

f (nk)

n, T n,
of ™9 D, ag"™ +H M
Jdo Jo
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A PRINCIPLE OF NUMERICAL COMPUTATION

As mentioned above the cutting plane algorithm iregua yield function and derivatives of the
yield function and a plastic potential function.eTblementary issue of the model is to determine
which surface one shall return to, in other wowdsich yield function and derivatives shall be uged

the iterative process. The first derivative singtilss have to be treated separately.

The whole problem is solved on the level of thesdrinvariants. The area of the inadmissible
stress states is divided into different sectiorseVery section a corresponding yield function,clthi
shall be returned to, is assigned. In case of ¢béan that is connected to the point of first dative
discontinuity (there are 2 all together), there tmbe set up an imaginary tangent. This tangent is
created as the normal from the connecting line eetwthe point of discontinuity and the point cdiltri
stress state. Afterwards, it is considered asa lgeld function and with its derivatives can Is=d in

the cutting plane algorithm. The whole problem aiidsections are displayed on the following

diagram Fig. 3
%0 143,
i 50 -
. ' 40 -
|
I,
r \.. T T 1
-60 10 20 30

Fig. 3 Diagram of possible returns

The dashed line represents the tangent, the dadind is the connecting line, the continuous dine

are boundaries of admissible stress states artbthmes define returning sections.

IMPLEMENTATION

The material model using double DP criterion hasnbenplemented into computational package
SIFEL [2] and tested on simple example shown in Figdimensions: 0,9m height, 1,8m length, 0,5m
depth; material: concrete C30/8% 30MPa f;=3MPa,f, = 1,21 - double DP plasticity model)
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‘*'

Fig. 4 Input topology + reactions

This concrete girder has been loaded by the véftoze that can be seen in the upper right coamer
has been supported alongside the left edge, wherproper reactions are displayed. Calculation has
been controlled by increments of the loading fand reached the maximum value 123,0kN. Tensile

strength of concrete has been reached and devglplastic strains can be seen on the Fig. 5 below.

othere 1
lU.UUmSSSE

0.00013582
0.00011826
0.0001006
8.294e-05
6.5279e-05
- 4.7619e-05
2.9958e-05
1.2267e-05

-5.3633e-06

=
=

Fig. 5 Plastic strains

The development of the plastic strains has an effiethe stress distribution on the height of thess-
section, which is displayed on the Fig. 6. One daarly observe that the values in compression are

higher than in tension and the stress distributiotthe height is no longer linear.

Sxx-sig em s1
3.1757e+06
l2.1389e+06
1.1022e+06
- 85440
- -9.713e+05
- -2.008e+06
- -3.0448e+06
-4.0815e+06
l—5.11833+06

-6.155e+08

[ i

Fig. 6 Distribution of the normal stress,
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CONCLUSION

In the paper, there were a solution of difficultieshe double DP plasticity model such as setting
parameters and solution of singularities, elemgnexplanation of numerical computation of the
material model and plasticity and results from timplementation of the model into FEM solver
SIFEL.

On the note of prospects, it is currently being kedr on adding a hardening parameter to the

model, which could enable a post-peak analysis.
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DETERMINATION OF FINITE ELEMENT DISCRETIZATION
BASED ON COVARIANCE FUNCTION PARAMETERS

Jan HAVELKA'!, Jan SYKORA?2, Anna KUCEROVA3

Abstract: Uncertainty propagation is becoming more popular approach to capture the randomness in given sys-
tems. One of substantial elements of relevance is the choice of covariance function that drives the spatial dis-
tribution of randomness. A majority of algorithms are using various prescribed covariance functions which are
differently sensitive to domain discretization. This paper is focused on the determination of discretization based

on given parameters.

Keywords: Uncertainty propagation, finite element method, covariance function, discretization error, random field

INTRODUCTION

Current needs are driving computational mechanics to extend existing models which results in com-
plex problems. Due to safety reasons a lot of work has been devoted to tasks involving probability and
uncertainty in these models. The uncertainty could appear in various forms and may be distributed in
space and/or time. By form of appearance it is meant that one can be uncertain about boundary condi-
tions, material properties, geometry and other model parameters which comes from real measurements
or assumptions [1]. The actual source of uncertainty could be accounted to lack of accuracy of measure-

ments or lack of measurements, i.e. unfamiliarity with the environment.

This article focuses on the accuracy of representation of the input information that is characterizing
randomness in the system before addressing the differential equation and gives an estimate of finite ele-
ment discretization properties depending on covariance function parameter values. In other words, this
paper provides an overview of the principles of discretization choice in the approximation of eigenvalues

of the covariance function.
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Problem definition

Since the analytical formula for eigenfunctions for arbitrary domain is not generally known [2], we

will consider spatially discretized eigenvalue problem which is defined by following equation

Wo, = \iMg;, (1)

where ¢; and )\; are eigenvectors and eigenvalues respectively, W = MCM is a symmetric positive
semi-definite matrix [3, 4] with M being a Gram matrix defined by equation (2), matrix C is obtained
by projection of covariance function (3) on the finite element (FE) mesh. Matrix C is by definition

symmetric and positive semi-definite [3, 4].

M, :/ Ni(x)N;(x)dA, i,j=1,...,n, (2)
D

where N(x) = (N1(x), ..., N,(x)) are spatial basis functions and n is number of FE nodes.

Further we will consider exponential covariance function given by following equation

7\ 2 o 2
Clem) (x) = Fexp |- <$\/_§zx> — (y ﬁzy> , (3)
z )

where [, a [, are correlation lengths [1] and ¢ is standard deviation.

Eigenvectors are then normalized by following equation

) i .
¢4:77 ZZl)"')”v (4)
Lo Mo
and the eigenvalues are sorted in descending order
AL> Ao > 0> Ay (5)

METHODOLOGY

For the purpose of determining the error a square domain with dimensions 20 x 20 [m] was chosen.
The domain is uniformly discretized with linear triangular elements with element size s., which is
defined as the length of the side of the triangle, see table 1. Example of discretization can be seen in

figure 1.

As eigenvectors are normalised, only eigenvalues play a role of weight with which the eigenvectors
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Fig. I Example of discretization (mesh c=3 according to table 1)

enter into the calculation. Therefore the error measure was chosen according to the following formula

S (M -9y

Err. = : (1)Z , c=1,--,5, (6)
Dim1 i
where )\2(1) is i-th eigenvalue computed using fine mesh and )\gc) is i-th eigenvalue computed using coarse

mesh, superscript (c) indicates the mesh discretization in table 1.

Tab. I Mesh properties

¢ | Elements | Nodes Se

1 8192 4225 | 0.3125
2 2048 1089 | 0.625
3 512 289 1.25
4 128 81 2.5

5 32 25 5

Figure 2 shows the error threshold for the ratio of element size s, and correlation length /..

: : Frr, < 5%,
_ ................ ................. E'F"T‘c < 10% 1

2 1 i
0.1 0.1a 0.2 0.25 0.3 035

| se/l,

Fig. 2 Error threshold defined by equation (6)
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CONCLUSION

From figure 2 it can be seen what is the dependency between element size and correlation length for
given error threshold. One can also recognize the general rule that says: the greater correlation length,
the greater element size can be. Although the law is not linear dependent for given covariance function,

one can say that s./l. < 0.35 is safe choice of discretization for [, € (1;15).
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CRITICAL ASSESSMENT OF THE METHODOLOGY FOR
SHRINKAGE UPDATING

Petr HAVLASEK!, Milan JIRASEK?

Abstract: The methodology [1] for shrinkage updating needs to be due to the ill-posedness of the problem different
from the creep updating procedure. It assumes on a similarity between the shrinkage and drying processes; both
processes possess a characteristic time called shrinkage/water-loss halftime. Using the short-time shrinkage data
together with the shrinkage half-time, the shrinkage development and its ultimate value can be determined uniquely.
However, validation of this methodology on experimental data [2], [3] has shown that the linear relationship
between the shrinkage and water loss halftimes is not realistic and together with a small error made in the estimate

of the ultimate water loss can cause a big error in the prediction of the ultimate shrinkage.

Keywords: shrinkage, moisture loss, updating, concrete, modeling

INTRODUCTION

The goal of the proposed methodology [1] is to improve the initial prediction of the B3 model by
utilizing the short-time shrinkage and water loss measurements. The capabilities of this method are

demonstrated on the experimental data of Granger [2] and Aguilar [3].

On contrary to creep, shrinkage updating based only on shrinkage measurements represents an ill-
posed problem. Fig. 1a shows two functions with shrinkage halftimes 100 and 300 days and significantly
different ultimate values are almost indistinguishable during the first 50 days of drying. Comparing to
creep, higher initial shrinkage does not necessarily mean that its final value (or its value after a certain

period) would be higher than of a different concrete which initially exhibits lower shrinkage, Fig. 1b.

The shrinkage updating procedure proposed in [1] stems from the similarity between the shrinkage
and the drying process; both can be described with the function of the same form. They occur almost
simultaneously and their relationship only slightly differs from linear. If the final value of the moisture

loss at given humidity Awu, (heny) is known, the drying halftime 7, can be then fitted/optimized based

' Ing. Petr Havldsek, University Centre for Energy Efficient Buildings, Czech Technical University in Prague,
petr.havlasek @ gmail.com

2 prof. Ing. Milan Jirdsek, DrSc. Faculty of Civil Engineering, Czech Technical University in Prague, mi-
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Fig. I lllustration of two shrinkage histories (a) with almost identical values during the first 50 days of
drying but with different ultimate values, (b) giving misleading initial assumption of the ultimate value

on the short time measurements. Provided that there exists the link between the shrinkage and drying
halftime, 7, can be computed in the next step. As the final step, the ultimate shrinkage is determined

using least-squares fitting, keeping the previously computed value of 7, fixed.

The recommended procedure [1] can be subdivided into two parts, first it is necessary to achieve an
accurate shrinkage prediction of the experimental specimen and then to update the parameters of the B3

model which will be used for the real structure.

The ultimate value of water loss is affected mainly by the relative humidity of the ambient envi-
ronment, amount of water and of cementitious materials in concrete mixture, degree of hydration and
the type of concrete curing. If one knows the total amount of evaporable water Aweo(heny = 0),
the moisture loss for a specified relative humidity Aweo(heny) can be computed from the (measured
or assumed) desorption isotherm. In case of water/moist curing the only possibility how to determine
Aweso (heny = 0) is to oven-heat the specimen to 105-110 °C and to measure the weight difference. If
no additional water was added during curing (specimen was sealed), then it can be roughly estimated
based on concrete composition as the amount of added water from which is subtracted the chemically

bound water which is usually in the range 0.18-0.26 of the cement content, the typical value is 0.25.

EXPERIMENTAL DATA

Granger’s Ph.D. thesis [2] studies creep and shrinkage of concrete used in six French nuclear power
plants. Experimental data are provided for basic creep, autogenous shrinkage, drying shrinkage and
water loss. Experimental data for drying creep are missing; Granger presents merely the results of
numerical simulations. Shrinkage was measured on concrete cylinders exposed to heny = 50% after 28
days, until then the specimen was sealed. The cylinders were 1 m in height (0.5 m gauge length) and

16 cm in diameter, the top and bottom surfaces were kept sealed throughout the experiment.

Extensive study published in the Ph.D. thesis of Aguilar [3] contains a broad set of experimental data
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on shrinkage and moisture loss of concrete prisms of two different sizes (ASTM and DIN standard). The
main aim was to analyze the influence of concrete mixture on drying shrinkage, because the local Chilean
aggregates cause larger creep than usual (600—1300x 10~%). Many different concrete compositions were
tested from which 94 were selected for the analysis. Even though the compositions were often quite

different, the intended specific strength was 30 MPa.

Weight loss and shrinkage were measured on the same specimens. Length changes (shrinkage) were
measured both on the lateral surface and between the specimen bases. The specimens were cast into
standardized molds from which they were removed 24 hours (2 hours) after casting. Just before the
first reading, they were submerged into water for 30-60 minutes in order to attain temperature stability.
Before the measurement, the surface was wiped with a cloth to remove excessive water. After the first
reading, the prisms were returned for curing into the lime water where they were kept for another 6 days.
Afterwards, the specimens were again superficially wiped and measured. The specimens were stored in
a room with controlled environment: 50+4% relative humidity and 23+1.7°C. No sealing was used,
the specimens were drying from all sides. Finally, the specimens were oven-dried at 110°C and the final

weight was recorded

RESULTS

This paper presents only the most important findings; the whole detailed study can be found in the

Ph.D. thesis of the first author [5].

All computations and numerical simulations were implemented and solved in Matlab program envi-
ronment and in the FE package OOFEM [6], [7], [8]. Matlab served mainly for nonlinear least-squares
fitting and data processing, while program OOFEM was used for more demanding and complex tasks
- particularly for coupled simulations of creep and shrinkage with nonlinear moisture diffusion. The
material model for creep and shrinkage was based on the modified Microprestress-solidification theory

[9], [10], [11].

e The originally proposed function describing water loss in time Aw(t) = tanh(4/t/7,) should be
modified because it gives poor agreement with the experimental data in the early period of drying.
It should be extended with another term which would correspond to water loss associated with
emptying of large pores filled with water. This additional term is necessary not only for concrete

that was cured in water (Aguilar), but also for sealed specimens (Granger).

e Granger’s data indicate that having a certain experience, it is possible to predict the final value
of the moisture loss from composition of the concrete mixture. The nonlinear (cubic) isotherm
Aweo(heny) = 0 |1 — (henv/ 0.98)3 Aws(0) tends to overestimate the assumed ultimate value,
while the linear isotherm reaches only 60% of the expected value. The best agreement is obtained

with the bilinear desorption isotherm.
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Based on Aguilar’s data, the prediction of the ultimate water loss of the drying concrete specimen
can be computed using two different methods providing comparable accuracy. The first one uses

concrete composition, the second one makes use of the results of the oven-drying experiment.

The correct value of the shrinkage halftime and a proper form of a shrinkage function are necessary
for the correct shrinkage prediction. Having these two conditions fulfilled, the shrinkage can
be predicted from experiment of very limited duration. With correct shrinkage halftime and a
function which does not decribe well the initial period of drying, it is better to use only the last

measured point.

Aguilar’s shrinkage data indicate that the shrinkage function 4, (t) = tanh , /%eﬁ(hen‘,) is
not suitable, the function terminates too rapidly. Considerably smaller error is reached with the

qsn
function e, (t) = (ﬁ) " €2 (henv) with exponent g, bigger than 0.5.

e The shrinkage data from the first 10 days of drying should be neglected.

The originally proposed relationship between the halftimes 75, = 1.257,, was found to be unreal-
istic. The shrinkage and drying halftimes are very sensitive to data, especially at the later stage. It
was shown that even small changes can lead to completely different ratio. The linear relationship

between 7, and 7, is in any case very simplistic and can lead to considerable errors.

As an example consider that the final water loss at given relative humidity Aw., was estimated
10% higher than the actual value. Using least squares, the computed drying halftime 7, is 40%
higher than the actual (see Fig. 2a). Even when the shrinkage halftime 7, could be computed
with 100% accuracy from 7, the value of the final shrinkage €7} would be 20% overestimated
(considering also that the shrinkage function correctly captures the data in the whole range, see
Fig. 2b). Taking into account the error induced by assuming on the linear realtionship between 7,
and 7, the error would be comparable to (maybe even exceed) the original (blind) prediction. For

the B3 model [4] coefficient of variation is 34%.

e The ratio between the drying halftime and shrinkage halftime does not exhibit a uniform trend

(see Fig. 3), this makes the estimation of 7, from 7, is literally impossible.

e The predicted shrinkage magnitude based on concrete composition should be preserved and changed
only when necessary. The originally recommended methodology can improve as well as deterio-

rate the blind prediction.

e The dependence of shrinkage on moisture loss is far from linear, more suitable is a “S”-shaped
curve having three distinct parts: 1) substantial moisture loss and minor shrinkage strain - this part
corresponds to emptying of large capillary pores, 2) approximately linear relationship between

shrinkage and moisture loss, and 3) very slow moisture loss leading to almost no shrinkage strain
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Fig. 2 (a) Influence of incorrectly assumed amount of evaporable water Aws, on error in water-loss
halftime T, (b) influence of incorrectly assumed shrinkage halftime 71, on error in the ultimate shrink-
age value
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Fig. 3 Relationship between the shrinkage and drying halftimes obtained from fitting considering all
measured points, (a) Granger’s data, (b) Aguilar’s data

e The finite element simulations in program OOFEM have revealed that the experimentally mea-
sured water loss data can be fitted with almost any isotherm provided that the difference between
the moisture content at free saturation wy and the content w(heny) matches the asymptotic value
of moisture loss. However, the shape of the desorption isotherm drastically influences the devel-
opment of relative humidity which is the driving force of shrinkage. Highly nonlinear isotherms
led to significant delay in the computed evolution of shrinkage compared to the experiment. In

order to match the shrinkage data, the desorption isotherm had to be almost straight.

The slope of the desorption isotherm (moisture capacity) identified in simulations of Aguilar’s

data is very steep; the average is 149 kg/m?, which is far above the typical value 100 kg/m3.
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CONCLUSIONS

The methodology for shrinkage updating based on short-term measurements of water loss and shrink-
age was critically assessed. It has been found that the key assumption of this approach — the linear rela-
tionship between the shrinkage halftime and water loss halftime — is not realistic. A small error made in

the estimate of the ultimate water loss can lead to a big error in the prediction of the ultimate shrinkage.
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COMPARISON OF THE LAYER SLLAB MODEL WITH THE
DISCRETE REINFORCEMENT MODEL

Martin HLAVACKA!, Jan VOREL?

Abstract: The static behaviour of reinforced concrete structures has been an object of research for many years.
In view of the complexity of the given topic and as reinforced concrete is of great importance for the building
industry, this topic is attractive. A preliminary study of available approaches in finite element code OOFEM [1]
are presented. The comparison of results on the layer slab model and on the discrete reinforcement model are

shown in the paper.

Keywords: OOFEM, layer model, discrete reinforcement

INTRODUCTION

The presented paper deals with an analysis of a reinforced concrete slab. The analysis has been
carried out by means of OOFEM [1], a freeware with object-oriented architecture based on the finite
element method. The behavior of the structure under static loading is discussed in this work. The
archived numerical results (size and distribution of displacements and stresses) on two numerical models
are shown and discussed. The former is the layer slab model, the latter is a model with discretely
modelled reinforcement. Finally, the conclusions and recommendations for further development of this

work are given.

THE STRUCTURE UNDER CONSIDERATION

The paper follows the foregoing work of authors [2] where a building structure loaded gradually with
subsidence of the surrounding ground points was presented. The loading was caused by tunelling under
the structure (see Fig. 1 and 2). An elastic model, two conditions based on damage mechanics and two

conditions based on the plasticity condition were utilized to model the material of the building structure.

The achieved results clearly showed that a more precise model was necessary to capture the structural

behaviour. In the paper, attention is paid to the models of slabs which highly influence the final response

"Ing. Martin Hlava¢ka, Department of Mechanics, Faculty of Civil Engineering, Czech Technical University in

Prague, martin.hlavacka@fsv.cvut.cz

ZIng. Jan Vorel, Ph.D., Department of Mechanics, Faculty of Civil Engineering, Czech Technical University in

Prague, jan.vorel @fsv.cvut.cz

41



Nano and Macro Mechanics 2014 Faculty of Civil Engineering, CTU in Prague, 2014, 18" September

Fig. 1 Axonometric view on the building

u_z [mm]
.0.6645

-36.63828

Fig. 2 Response of the building model loaded due to ground falls

as well as the computational cost.

The model based on the layered cross-section of the slab material is studied first. The layered cross
section model is based on the geometrical hypothesis, that cross sections remain plane after deforma-
tion. Materials for each layer are specified separately. In this particular approach the concrete layer is
defined as shown in Fig. 3. Then the reinforcement is placed in the tension part of the cross-section (see
Fig. 3). The steel area is prescribed in such way that it corresponds to the common reinforcement ratio

of concrete slabs, i.e.~ 1%. No secondary reinforcement or stirrups are considered.

Concrete

i /I—Celllelhne

Stesl

Fig. 3 Layer model of the slab

As an alternative approach the discrete reinforcement is modelled by means of reinforcing bars. Both
slabs are supported at the corners and loaded in the grid points with forces representing the self-weight

and imposed load. The slabs have dimensions of 2.0 x 2.0 m and a thickness of 0.2 m (see Fig. 4).

[m]

Fig. 4 Axonometric view on the slab model with the FE-grid and loading
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The element RerShell has been chosen in the OOFEM library for the layered model of the slab. This
is a triangular plane element based on the Mindlin hypothesis with a linear approximation of rotations, a
quadratic approximation of the displacement field and six degrees of freedom at each node. The element
tr_shell01 has been chosen for the model of the slab with discrete reinforcement. The properties of the
element are the same as those of the element RerShell but the element tr_shell01 does not support the
layered cross-section. The element truss3d with a linear approximation of the displacement field has
been chosen for the reinforcement. The linear elastic isotropic material model has been chosen for both

models of the slabs.

RESULTS AND DISCUSSION

As expected and evident from Figs. 5 and 6, both slabs had the same response with the given load
type and chosen parameters. The maximum vertical displacement amounted to 0.12 mm. In Fig. 5 the
reinforcing bars in the longitudinal direction are marked in white. When making a decision as to which
slab model to use in the total structure model, time-consumption could be taken into account. The slab
model with discrete reinforcement contains additional elements that define reinforcing bars, therefore
time-consumption will be higher in this case. On the other hand, it can be supposed that the model

response will be more accurate than in the model based only on the layer model of the slab.

DisplacementVector Z

=001

= g

Fig. 5 Response of the layer model of the slab

P DisplacementVector Z
0.00012+

000

4

e’

Fig. 6 Response of the model with the discrete reinforcement

In order to verify our assumption, a test was undertaken in which both models were loaded solely with
a vertical force of 4 kN and the experiment was carried out on the models with a coarser grid. In Figs. 7
and 8 the response of the structure models are shown. The magnitude of the maximum displacement
of 0.12mm is the same; however, the total character of the displacements differs. It is very clear in
Fig. 8 that the reinforcing bars act, due their stiffness, against the loading and assist the slab markedly

to transfer the loading.

Elastic material has been used for the slabs in all cases. The option of a plastic material model

with the von Mises condition for bars and the option of an isotropic damage model for concrete are not
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DisplacementVector Z
0.0001 2—E
> o0

-1 .OSe—OOé—EU

Fig. 7 Response of the layer model of the slab

DisplacementVector Z
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Fig. 8 Response of the model with the discrete reinforcement

implemented in the program OOFEM at present. Therefore, subsequent research will be focused on

implementing these options in the interface of the program OOFEM.

CONCLUSION

The aim of the presented paper is to show the response character of two models of reinforced concrete
slabs. The modelling was performed in the program OOFEM with elastic material parameters. As
expected and verified it has been shown that the same response is obtained for both models for the
common reinforcement ratio and the bending load of the slab. The choice of one model over the other
thus results from the point of view of time-consumption of the modelling and from the point of view
of calculation time, where, in the case of more complex structures, it has additionally been proven that
more precise results are obtained from the model with discrete reinforcement. Subsequent research will
be focused on implementing the damage material model for concrete in combination with the plastic

condition for steel.
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ENHANCED TREFFTZ FINITE ELEMENT METHOD
Martin HORAK!, Jan NOVAK?

Abstract: Analysis of composite materials with inclusions is of interest in many engineering applications. Ap-
plication of the standard finite element method may be computationally ineffective, since the finite element mesh
must resolve all heterogeneity details. In this paper we present an alternative approach based on the Trefftz finite
element formulation enhanced by micromechanical fields thereby leading to an effective method which overcomes

the need of detailed discretization.

Keywords: Trefftz method, micromechanics, enrichment functions

INTRODUCTION

During past decades Hybrid Trefftz Finite Element Method (HTFEM) has become very efficient tool
for solving variety of boundary value problems. In contrast to the standard Finite Element Method
(FEM), the Trefftz method uses two sets of displacement fields. First field is an auxiliary internal field
chosen such that the homogenous part of the governing differential equation is satisfied a priory. The
second field represents displacements on the element boundary and links the internal displacement fields
among individual elements, i.e. ensures continuity conditions. Moreover, degrees of freedom associated
with internal field are usually filtered out using static condensation and the HTFEM formulation yields
the classical form that can be combined with conventional FEM. The main advantages with respect to

the standard finite element method are

e Integration along the element boundaries

e Straightforward introduction of subscale phenomena such as crack or inclusion associated singu-

larities

In this contribution we use HTFEM for description of composites materials with multiple inclusions.
The strategy exploits so-called Eshelby solution to elliptical inhomogeneity in infinite media. It is used

as the perturbation of the macroscopic field and is additively incorporated into the standard Trefftz finite
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2 Ing. Jan Novak, Ph.D, Faculty of Civil Engineering, Brno University of Technology and Czech Technical
University In Prague, novakj@cml.fsv.cvut.cz
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element basis. The main advantage rests upon the fact that the finite element mesh can be regular and

does not need not to fully resolve the geometry of heterogeneities.

BASIC EQUATIONS

In this section we state equations for plane elasticity problem. The basic equations are (for the

implementation purposes the matrix notation is used in the sequel)

Equilibrium equation:

Lo=0 (1)

e Kinematic equation:
e=L"u (2)

e Stress-strain law

o =De (3)

e Boundary conditions
u=u on Iy, (4)
Ao =t on I} (5)

In the equations above, o denotes the stress vector

o= lon 0y ou) (6)

e 1s the strain vector

€= [51 £y 25%,} (7)

L stands for the differential operator matrix

2 0 2
0 & 2
dy Oz

In the plane stress case, the elastic stiffness matrix D has the form

9)
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While for the plane strain condition it reads as

1 = 0
1-v
E(1-v) 5
= v 10
xvi-w) |= + O (10)
0 0 1—2v

(11)
0 ny ng

resembles components of the unit normal vector to the boundary of the element domain, wand £ designate
prescribed displacements and tractions, respectively. The entire boundary I" can be decomposed such
thatI' =T, Ul and I, NT'; = 0. In the Trefftz formulation, the traction boundary condition is rewritten
in the weak sense

wi (Ao —t)dl (12)
Iy

where w; is a suitable energy consistent weighting function. The kinematic equation is also fulfilled

only in the weak sense, namely

/ wo(e — LTu) dQ (13)
Q

By analogy to Equation (12), ws in the above equation stands for a suitable weighting function. More-

over, integrating by parts, weak form of compatibility equation may be rewritten as
/ way(e — LTu) dQ = / wa(e — (Lwy)Tu) dQ — / AwyTudl =0 (14)
Q Q r
The last term can be decomposed as

/ AwsTudl = | AwyTudl + / Aws ' dl' (15)
I T.

Iy

Since it is not possible to find a solution for both equations, the independent displacement field ur on

the interelement boundary is introduced. This leads to

/ wo(e — LTu) dQ = / wole — (Lwy)Tu) dQ — | AwpTudl — / AwxTadl  (16)
Q Q T

Iy
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HYBRID TREFFTZ FINITE ELEMENT APPROXIMATION

Within HTFEM formulation we have two independent displacement fields. The first field is related to
interior of the element and is called intra-element field. The second field is related to element boundary.
However, the numerical procedure is the same as in the conventional finite element approach. The

intra-element displacement field is approximated as
u=Nd (17)

where IN is chosen such that the homogeneous equilibrium condition is satisfied pointwise. Thus,

starting from equations (1) and (2) and making use of equation (17) we have
Lo =LTd=LDL"Nd=0 (18)

where T = DL Nis the matrix of stress approximation functions. Moreover B = LT N we denote
approximation matrix for strains. Construction of interpolation functions that satisfy the homogeneous
equilibrium equation brings us to the so-called T-complete functions, which are not particularly de-
scribed here, for detail see reference [1]. The boundary field enforce the continuity of the displacement

fields among neighboring elements and is approximated as
ur = N I‘dF ( 19 )

where INT is the interpolation matrix containing basis functions defined over the element boundary. For

linear element it has the standard form

C1-¢ 1+¢
NP‘[g 2} (20)

where ¢ is the natural coordinate ranging from —1 to 1. Substituting of all the approximations into

the weak forms in equations (12) and (16) we arrive at

w1 (ATd —T)dl' =0 (21)
Iy
and

/ woBd + (Lwy)'Nd dQ — | Awl Npdrp dT' = / Awla dr (22)
Q Fu

Iy
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Choosing weight function according suggestions made in [2] w; = N1 and wy = T yields

Np(ATddl' = Nrtdl
Iy I
and
/ TBdd) — ATNrdr dl' = / ATy dl
Q Ft Fu
Alternatively, recast in compact form
F 7QT d Dy

-Q 0 dr Dy

where

F:/TBdQ:/ATNdF
Q T

Q :/NpAT dar
Iy

and

pu—/ATu dr
r

r

(23)

(24)

(25)

(26)

(27)

(28)

(29)

Note that all the terms in equations (26)-(29) can be evaluated using boundary integration only. Using

static condensation, intra-element degrees of freedom can be eliminated and the classical system of

equations is achieved. This enables to couple the HTFEM with standard FEM. In particular, the global

system reads as

Kdr = f

where

K=QF'Q"

represents the stiffness matrix of the structure and

f=p,—QF 'p,

is the right hand side load vector.
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ENHANCED HTFEM

Our purpose is to describe body with heterogeneities, such as inclusions or voids. This can be done
by enhancing the homogeneous approximation introduced in the previous chapter by a perturbation field.
Stresses, strains and displacements can be therefore decomposed as o = o' +o0* e =¢e"+¢* and
u = u’ + u*, where superscripts © denote the macroscopic component and * indicate the perturbation
part. Detailed description of derivation of the perturbation fields is not given here and readers are linked
to the paper [2] for additional details. Here we only point out that the perturbation fields are derived from
the well-known Eshelby solution of elliptical inhomogeneity in infinite elastic body. The total stress is
thus approximated as

o= (T"+T")d (33)

T? is the matrix of T-complete functions and T is the matrix containing the perturbation part of stress
approximation function. Important property of perturbation fields is that these are self-equilibrated, so
that following equation holds

Lo=L(T°+T*)d=0 (34)

Following the same procedure as in the previous chapter we end up with the extended system of algebraic

equations
F* T d *
Q _ |Pu (35)
-QF 0 dr pi
where where
F* = /(TO +T*)(B° + B*) dQ = / A(T° + T*)(N° + N*)dl' (36)
Q r
Q= / NrA(T° +T*) dT (37)
r
and
D, = / A(T° + T*)u dT (38)
r

The expressions for the components of the vector p, remains the same as in the previous case.

NUMERICAL EXAMPLE

The HTFEM element has been implemented in open finite element code OOFEM, see [3]. In this
section we show one numerical example of a single inclusion test. The inclusion in placed in the square
piece of isotropic elastic matrix fixed at the left edge and pulled at the right edge. For the comparison
purposes, we first simulated this problem using standard finite element method with 2560 elements, see

Fig. 1(a).
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(a) (b)
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Fig. 1 Single Inclusion test: (a) FEM mesh, (b) FEM results

Fig. 2 Single Inclusion test: (a) HTFEM - I element, (b) HTFEM - 16 elements

Consequently we have compared the solution with results obtained by HTFEM with regular mesh
using 1 and 16 elements. In Fig 1(b), 2(a) and 2(b) we can see the stress for conventional FEM and
HTFEM using 1 and 16 elements, respectively. It can be seen that HTFEM gives very good results in
comparison with FEM even if a single element is used. However, the results are polluted near boundaries
since the perturbation fields are based on analytical solution that has the infinite support. Substantially
better behavior near boundaries is achieved with increasing number of elements. Already for only 16
elements we obtained almost the perfect match. However, for this case, oscillations at the matrix-

inclusion interface can be observed. This phenomenon will be explored in the future research.

CONCLUSION

In this paper we have presented an efficient approach for numerical modelling of composite materials
containing elastic matrix with elastic inclusions or voids. In the future work we will focus on exploration
of artificial oscillations at the matrix-inclusion interface and the extension of the proposed approach to

the elasto-plastic setting.
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FORM-FINDING OF MEMBRANE STRUCTURES -
COMPARISON OF SCHEMAS OF DYNAMIC RELAXATION

Milo§ HUTTNER %, Ji¥if MACA?, Petr FAJMAN®

Abstract: This study is focused on the form-finding process of membrane structures using the dynamic relaxation
method with kinetic damping. Eight different schemes of dynamic relaxation method are compared in the paper.
The effect of mass distribution along the structure is also of interest and it is studied in the paper. The efficiency
and stability of each process are compared to four selected 3D examples of membrane structures.

Keywords: membrane structures, form finding, dynamic relaxation, kinetic damping, triangular element

INTRODUCTION

Membrane structures represent an attractive wayiarfern roofing constructions. Ordinarily, the
design of membrane structures follows a three-gpageedure:

() the form-finding

(i) the pattering

(i) the static analysis

“The form-finding is process of finding the bastats shape of the structure (under pre-tension
forces only), before detailed analysis, involvingppsed loads such as snow and wind, can commence.

Thus, the form-finding stage addresses the quesfitite structure geometry of the tension membrane
spanning a given boundary configuration [1].”

Mathematically, the form-finding of membrane stwret represents a geometrically nonlinear
problem. Dynamic relaxation method [2] is an atixec approach for solution of these structures
because the stiffness matrix inversion is not megli
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MEMBRANE ELEMENT

“The shape of prestressed membranes may be detetmging constant stress triangular elements

(see Fig. 1). If the membrane strig sis the same in each direction and the shear <7, sis zero

then this case corresponds to a minimum surfacgonktof the type that is similar to a soap film
model [3].”

Fig. 1 Triangular eement

The initial forcesT,, T, and T, of sides 1, 2 and 3 are defined for a membranmeezieas:

ohL,
T = 2tanlcri @
Where: T is the side force in the siisy with s =1, 2 or 3,
g is the prescribed stress in the membrane,
h is the thickness of the membrane,
L, is the length of the sics,
a, is enclosed angla, of the sides, see Fig. 1.

“The equation (1) represents a transformation efdélement surface stress into a discrete set of
forcesT, acting in the sides of the element. Dependindhenvalue of the enclosed ania; , the side
forces can be either positive or negative. They lmamesolved intcx, y and zcomponents at the

nodes and included directly in the calculationesfidual forces within the dynamic relaxation [1]."

DYNAMIC RELAXATION

The dynamic relaxation method (DRM) is an iterapvecess that is used to find static equilibrium
of geometrically nonlinear problems. DRM is not difer the dynamic analysis of structures; a
dynamic solution is used for a fictitious dampedictiure to achieve a static solution. The theory of

this method was first described by Day [2]. Thiedty was further developed and its detailed
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overview can be found in Barnes [4], Topping [3]Lewis [1]. In this study, a technique with kinetic

damping will be used.

“Kinetic damping is an alternative to viscous dangpithat was suggested by Cundall [5] for
application to unstable rock mechanics problems. mikthod of kinetic damping has been found to be

very stable and rapidly convergent when dealing Veitge displacements [3].”

Principle

The basic unknowns form nodal velocity, which asdcelated from nodal displacements. The
discretization from timeline with time steAt will be performed. During the steAt a linear change
of velocity is assumed. Acceleration during thepsAt is thus considered to be constant. By

substituting the above assumptions the velocityjéamt i in direction j (x,y and z) can be

expressed in a new time pot + At /2 thus:

t
Vi(jt+At/2) =Vi(jt—m/2) + At Rl (2)
ij
Where R‘j is residual force (i.e. out of balance) at jci rin the directior j and at timet,
M, is the fictitious mass at joiii :in the directior j ,

Va2 s velocity at joinii in the directior j and at timet + At /2.
The residual forces are calculated of the sum®#btte forced of the membrane elements. If the

sum of the side forc&, < 0 the force is compressive 3§ must be set equal to zero.

“With kinetic energy damping the velocities of gints are set to zero when a fall in the level of
the total kinetic energy of the structures occiitss fall in the kinetic energy indicates that {heak
has been passed [3].” Coordinates of the peak ikinehergy can be calculated using the

approximation of linear [3] or parabolic approximoat [1]. The coordinates are taken as the starting

point for the next cycle of computation.

Algorithm

The acceptable error of residual forcBg, must be defined before starting the calculatiome T

iteration process can be outlined as below:
Preprocessing:

a) Set initial conditions.
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b) Set fictitious masses and the size of a timg. ste

c) Determine the initial side forces from equat{@h and residual forces for the each degree of

freedom.
The general iterative steps:
d) Determine velocities for the each degree ofdome from equation (1).
f)  Calculate the kinetic energy of the whole stanet
g) If the decrease in kinetic energy, then deteentiire peak kinetic energy and zero velocities.
h) Update the coordinates.

i) Determine the current side forces from equafibnand residual forces for the each degree of

freedom.

If ma>{ Rj‘ <R, then stop the algorithm. Otherwise continue thevDieration from step d).

Fictitious mass

The stability and the speed of calculation depamthe appropriate choice of the fictitious
mass. The stiffness of the side connection detesgnthe value of the fictitious mass. To
ensure the stability of the calculation, it is aygptate to apply the following relationship [6]:

At
Mij:Mi:7S| ©)

where S is lumped stiffness at the noiizand for membrane structures in form-finding
process it can be calculated as:

T
S.=ZLS (4)

S

where ZTS is the sum of the force in the sis2of the membrane elements ¢Lg is current length

of the sides.

Used schemas

Eight dynamic relaxation schemas are examinedisnpéiper. Tab. 1 gives an overview of selected
attributes for individual processes, “KP” indicatd®e calculation with kinetic damping with a
parabolic approximation of the peak [1] and “KL'inates the calculation with linear approximation

of the peak [3]. The symbol “Mdenotes the calculation of the mass using equd8d, “M” denotes

that the mass is the same for all nodes and itlisutated asM =max(M,). The symbol “Re”
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denotes the fictitious masses are recalculated edieh restart of the kinetic energy. The symba™N

denotes the fictitious masses are not recalcukdted restart of the kinetic energy.

Tab. 1 Outline of the schemas

Processes 1 2 3 4 5 6 7 8
Approximation KP KP KP KP KL KL KL KL
Mass M M M M; M M; M M;
Recalculated No No Re Re No Na@ Re Re
EXAMPLES

The efficiency of the processes was studied on ffieembrane structures. Moreover, each example
is analyzed from two different initial positionsh& time step is choseAt =1 s in all calculations.
The parameters of membranes ig:=100 MPa and thicknesth =1 mm. The calculation is
terminated when the residual forces in all jointe éess than 0.01 kN. Self-created scripts in

MATLAB 8.0.0.783 (2012b) was used for all calcuteais.

Example 1
It is a fictiious membrane structure with 48 degreof freedom. The coordinates of nodes (in
meters) are: A=[0,0,1], B=[6,0,0], C=M@,0], D=][6,6,1]. The first initial settingfo

construction is shown in Fig. 1b. The second ihgétting of construction is shown in Fig. 2a.

C D xF
g
o
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6xl=6m

»
»

le
I*

Fig. 1a Plan view of example 1. Fig. 1b Perspective view of starting position of example 1a.

Fig. 2a Perspective view of starting position of example 1b. Fig. 2a Final position of example 1.
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Example 2
It is a fictitious membrane structure with 108 dmxg of freedom. The coordinates of nodes (in
meters) are: A=[0,0,0], B=[8,0,0], C=f/,0], D=][8,8,3]. The first initial settingfo

construction is shown in Fig. 3b. The second ihgétting of construction is shown in Fig. 4a.

¥
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Fig. 3a Plan view of example 2. Fig. 3b Perspective view of starting position of example 2a.
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Fig. 4a Perspective view of starting position of example 2b. Fig. 4a Final position of example 2.

Example 3

It is a fictitious membrane structure with 189 dmxg of freedom. The coordinates of nodes (in
meters) are: A=10, 0, 0], B=[10, 0, 0], Cs5]®, 0], D=[10, 10, 0], E =15, 5, 1]. Thedfrnitial
setting of construction is shown in Fig. 5b. Theaswl initial setting is shown in Fig. 6a.
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Fig. 5a Plan view of example 3. Fig. 5b Perspective view of starting position of example 3a.
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Fig. 6a Perspective view of starting position of example 3b. Fig. 6a Final position of example 3.

Example 4
It is a fictiious membrane structure with 90 degreof freedom. The coordinates of nodes (in

meters) are: A=1[0, 0, 0], B=[10,0,0], C5@0], b=[10,6,0], E=[3,3,1], F=[3,1]. The
first initial setting of construction is shown ingE7b. The second initial setting is shown in FMg.

6m
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10x1=10m

¥

le
e

Fig. 7a Plan view of example 4. Fig. 7b Perspective view of starting position of example 4a.

Fig. 8a Perspective view of starting position of example 4b. Fig. 8a Final position of example 4.

DISCUSSION
Summary of results is shown in Tab 2. The methodsarted by the number of errors (sum of all

examples) and by the total number of iterationse Tésults imply that it is impossible to determine
clearly the best scheme. It appears that the schéima& use the same mass for the whole structure

(odd schemas) are faster than schemas that ueeedifimasses for each joint (even schemas).
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Tab. 2 Outline of the results

Number of iteration
Schemas 1 2 3 4 5 6 7 8
Examplel| a| 234 250 267 261 185 174 187 204
b 167 179 172 162 140 185 125% 16P
Example2 | a| 429 - 404 - 444 - 558 -
b| 526 551 476 546 454 345 473 35p
Example3| a| 101 98 98 107 105 94 118 83
b 143 - 175 - 263 447 146 310
Example4 | a| 332 1121 565 298 577 629 308 549
b| 415 467 289 171 301 339 276 400
Sum 2347 2666 2446 1545 2469 2215 2191 2064
Errors 0 2 0 2 0 1 0 1
Rank 2 8 3 7 4 6 1 5
CONCLUSION

It may be concluded that the scheme 7 based otikkatemping with a linear approximation of the
peak and with the mass divided the same for aleaaghd with recalculating of masses after each

restart of the kinetic energy has proved the mostprehensive results.
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EFFECT OF TITAN DIOXIDE AND DIAMOND
NANOPARTICLES ON POLY (VINYL-ALCOHOL)
NANOFIBER TEXTILES STIFFNESS

Katefina INDROVA?, Zdengk PROSEK?, Jaroslav TOPIC?, Vaclav NEZERKA®,
Tomas PLACHY?®, Pavla RYPAROVA® Pavel TESAREK’

Abstract: The paper deals with the influence of the incogped particles to the mechanical properties of the
nanofiber textiles made using electrospinning (adie-less variant), nanofiber textiles are madetmbasis of
aqueous PVA solution. During preparation of thidusion it is possible to add nanoparticles — in ocase
nanodiamonds and particles of titan dioxide. Twifedént concentrations were used for both typesanficles,
0.5 and 1.0 % wt. of a PVA amount. The influenceawfoparticles on the stiffness and tensile stienvgtre
monitored. It can be seen from the obtained redhlisthe influence of the applied nanoparticleslos stiffness

is negligible and values of the tensile strengtittie bit decreased.

Keywords: nanoparticle, diamond, titan dioxide, nanofibektiles, stiffness

INTRODUCTION

Nanofiber textiles are widely used in many areas, leealthcare. One of their advantages is that

their properties can be modified by incorporatedaparticles [1, 2]. The properties can be not only
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modified and improved (e.g. mechanical ones) bsb alew ones can be added, e. g. resistance to
bacteria. Nanodiamont particles (NDP) [3] and tilioxide belong among patrticles [4, 5], which have

as other materials (e. g. silver or cooper ) aotdy@al character [6].

EXPERIMENTAL METHODS AND SAMPLES

The nanofibers for our study were produced for agaePVA solution in the laboratories of the
Czech Technical University in Prague, Faculty ofilCEngineering. Nanospid8f NS Lab 500 S
(Elmarco, Czech Republic) device was using andedlleéess electrospinning method was applied. In
particular a cylindrical electrode rotating at fuegcy of 5 Hz, a distance between electrodes we us
of 140 mm, nanofiber production was carried odaboratory conditions. Such approach was inspired
by a previous study [7]. The PVA/weater polymemusioh consisted of 375 g PVA Sloviol 16%, 117
g distilled water, 4.4 g glyoxal and 3 g phosphaiad (75%). The final stabilization of the proddce
PVA fibers was accomplished by exposure to an ééevemperature of 140 °C for 10 minutes. NDP
(NanoAmando, Nex Metals and Chemicals Corp, Ltgolaschi) of the diameter equal to 5 nm and
titan dioxide (MKN TiQ — C7 photocatalyst/anatase) of the ones equalnm fvere added to the
PVA solution by homogenization. Two concentratiofisianoparticles were tested — namely 0.5 and

1.0 wt. %. The overview of the produced nanofilegtiles composition can be found in Table 1.

Tab. 1 Specification of tested samples

Set Incorporated particlé Conc. | Electric Current Specific_\zlveight
(wt. %) (mA) (g-m")
PVA - - 0.21 3.3+0.3
PVA (NDP 0.5) Nanodiamond 0.5% 0.13 24+04
PVA (NDP 1.0) Nanodiamond 1.0% 0.13 3.2+0.3
PVA (Ti 0.5) Titan Dioxide 0.5% 0.21 3.2+04
PVA (Ti 1.0) Titan Dioxide 1.0% 0.21 3.2+0.1

LabTest 4.100SP1 device was used for testing witisglacement controlled by the loading rate of
0.2 m/s. The 2 x 12 cm samples were cut off frochdaxtile and the ends of each specimen were
reinforced by an adhesive tape to withstand trechthent of the textiles into the clamps of theingst

machine.
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EXPERIMENTAL RESULTS

The Fig. 1shows the obtained results of the stiffness oftéséed specimens in comparison v
the results of the reference sd@thout nanoparticle. The values of specimens with nanoparticles
similar to the reference ones, only for concerara0.5 % wt. titan dioxid small decrease has
occurred (about 8 %) he bigger differences were measured for the estiengtt(Fig. 2) but also

bigger sandard deviations were calculated for these 1s.
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Fig. 1 Stiffness of the tested samples.
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Fig. 2 Tensile strength of the tested samples.
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CONCLUSION

From the obtained results it is evident that apbli@noparticles did not change mechanical
properties significantly. The values of stiffnessravthe same and the values of the tensile strength
little bit decreased. There is also no influencearicentration on the results. In our case therdifice
between results of fibers with incorporated pagsclof concentrations 0.5 and 1.0 wt. % was

negligible.
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PROBABILISTIC PARAMETER IDENTIFICATION
OF HETEROGENEOQOUS VISCOPLASTIC MATERIAL

Eliska JANOUCHOVA!, Anna KUCEROVA?, Jan SYKORA?

Abstract: The Bayesian inference provides a probabilistic description of the identified parameters, but the obtained
distribution describes uncertainty in our knowledge of the deterministic values. In this contribution, we present
a reformulation of the Bayesian inference to identify the parameters along with their variations in heterogeneous

materials.

Keywords: Parameter identification, Bayesian inference, Markov chain Monte Carlo, Principal component ana-

lysis, Heterogeneous materials

INTRODUCTION

Parameters influencing structural behaviour such as material properties involve uncertainties which
need to be taken into account in an appropriate reliability analysis. Heterogeneous character of building
materials causes spatial variations of mechanical parameters (such as elastic modulus, yield stress or
tensile strength) affecting the material behaviour under the loading. This phenomenon can be observed
during the laboratory testing on a set of specimens made of the same material. Due to the differences in

morphology, the observations have often a significant variance, c.f. the illustration in Fig. 1a.

Parameter identification method based on Bayes’ rule provides a probabilistic description of the
uncertain parameters involving an expert knowledge as well as experimental data. According to this
rule, the mean values of the updated distribution are equal to the best guess of the parameters’ values
with the uncertainty represented by the corresponding variance. However in the case of heterogenous
materials the goal is not to reduce the uncertainties but only quantify them because the uncertainties

in the parameters arise from the heterogeneity of the material. The direct application of the Bayesian
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approach leads to a wrong estimation of the model parameters’ distributions because, in this case, the
probabilistic description of the parameters does not reflect the uncertainty in their values caused by

experimental errors but the actual probability distribution of the parameters in these materials.

PARAMETER IDENTIFICATION

The most common method of parameter estimation is based on fitting the response of material model
to experimental data. This approach leads to optimising parameters so as to minimise the difference
between the data and the model response. The optimisation problem is, however, often ill-posed and thus
requires the employment of robust optimisation algorithms. This method is suitable for identification
from experimental data obtained for a single specimen because the result of such an optimisation process
is only the single-point estimate of parameter values, as you can see in Fig. 1b. If the data for multiple
experiments are available, this strategy is usually implemented for determination of parameters’ mean
values and any information beyond the mean is omitted. Other possibility is to fit the data from each
particular specimen separately and to compute the distribution from the obtained parameter sets, but this

strategy becomes computationally demanding with an increasing number of tested specimens.

Data d &

(a) Material | ——s | Experiment F| — T

4t
Mean of response

Mean T
(b) |of mat. param. — Model A | —s /_
m

Uncertainty in resp.
Uncertainty df

) pdf(r) _
(c) |in mat. param. — Model A | ——» —

pdf(m)

Distribution
(d) |of mat. param.| ——s Model A | —»
pdf(m)

Fig. 1 Scheme of an experiment and different approaches to parameter identification.

Advances in surrogate modelling and increasing computational capacity of modern computers per-
mitted many researches to focus on parameter identification in probabilistic setting. The Bayesian ap-
proach to parameter identification (Fig. 1c) has several appealing advantages comparing to traditional
data fitting, e.g. identification problem is well-posed, results provide probabilistic description of the

actual knowledge about the parameters and not just a single value etc.

The principal idea of the Bayesian identification is based on a common way of thought when the

resulting belief about a random event is given by a combination of all available information. This
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approach introduces the concept of uncertainty in our subjective knowledge of the identified parameters
[1]. The principle of the Bayesian inference is demonstrated in Fig. 2. Such an identification starts with
a parameters’ prior distribution quantifying our preliminary and typically very uncertain knowledge of
parameters’ value. The observations then enter through the likelihood function quantifying uncertainty
in measurement errors. The posterior state of knowledge is obtained as the combination of the prior and
likelihood resulting in posterior distribution, which contains higher amount of information and thus less

uncertainty.

Expert A priori probability
knowledge p(m) \
Bayes’ rule
Posterior
p(d|m)p(m) ”
p(mld) = —————= probability
(m|d) od)

Likelihood function /
p(dm) ~ L(d —r(m))

Experimental
data

Fig. 2 Principle of Bayes’ rule for parameters m, observed data d and model response r(m).

The formulation of the posterior distribution includes the whole structural model. For this reason, the
corresponding statistical moments cannot be generally computed analytically. The solution of inverse
problem consists in exploration of the posterior distribution using Markov chain Monte Carlo (MCMC)
sampling, see e.g. [2], and thus the inverse problem is treated as a well-posed problem in an expanded
stochastic space. The principal drawback of this strategy consists in enormous computational demands
arising from a huge number of model simulations required by MCMC method. In order to accelerate
this sampling procedure in identification process, the evaluations of a numerical model can be replaced
by evaluations of a computationally efficient model surrogate. In particular, the model response in the

stochastic space can be approximated by polynomial chaos expansion [3].

PROBABILISTIC ESTIMATION OF HETEROGENEOUS MATERIAL PARAMETERS

This contribution focuses on developing a method for identification of parameters along with their
variations in heterogeneous materials. In such situation, the calibration of a given material model can
be formulated as a search for probabilistic distribution of its parameters providing the distribution of
the model response corresponding to the distribution of the observed data, see Fig. 1d. The developed
method is initially inspired by the Bayesian inference, where the posterior distribution of the model para-
meters is obtained via MCMC sampling of the product of the prior and likelihood. As it is focused on the
distribution of the data described by the likelihood, the influence of the prior information is suppressed
to a mere starting point for sampling the likelihood alone. Nevertheless, the main modification needs to

be done to the formulation of the likelihood itself.
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Formulation of likelihood

In the Bayesian inference, the variance of the likelihood represents our uncertainty in the parameters’
values due to the lack of information or experimental error. In modelling of heterogeneous materials
the probabilistic description of the parameters does not reflect the uncertainty in their values, as it is in
the classical Bayesian approach, but the actual probability distribution of the parameters in materials.
Numerically, the obstacle consists in dependency of observed response components, e.g. displacements

measured at two consecutive loading levels.

This problem can be solved by the principal component analysis (PCA) transforming the correlated
observations into the set of new quantities called principal components (PC). The principal components
are uncorrelated and sorted in decreasing order of their variances corresponding to the eigenvalues of
the covariance matrix. The first few PC account for most of the statistical variability in all of the original
data. PCA allows us to reduce the dimensionality of observed data consisting of a large number of
correlated variables, while retaining as much as possible of the variation present in the data [4]. Fig. 3

shows a simple example of PCA in two dimensions.
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Fig. 3 An example of principal component analysis.
SENSITIVITY ANALYSIS

Global sensitivity analysis (SA) is an important tool for investigating the relationship between the
model inputs and model outputs. In parameter identification it can be used to determine the most sensi-
tive component of the model response to the identified parameter. In other words, it specifies the most
suitable quantity to be measured in order to increase efficiency of the identification. This is a basic

information for planning the laboratory experiments.

Several approaches to SA have been developed, see e.g. [5]. Widely used sampling-based approach
aims at an evaluation of Spearman’s rank correlation coefficient (SRCC) based on simulations performed
for the design of experiments [6]. Another approach is to use effectively the mentioned polynomial
approximation which allows to evaluate the sensitivity in the form of Sobol’ indices analytically from

its coefficients [7].
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NUMERICAL EXAMPLE

The presented numerical example is a part of the ESA project Reliability Analysis and Life Predic-
tion with Probabilistic Methods. For this reason, the detailed information and results are confidential
therefore all the numerical data are scaled. We obtained a pseudo-experimental set of 50 curves from the
cyclic loading test of a heterogeneous viscoplastic material. The response of corresponding numerical
model is influenced by six uncertain parameters with log-normal prior. Task is to identify the relevant
parameters within the given loading test and their probability density functions (PDF) corresponding to

the measured experimental curves.
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Fig. 4 Pseudo-experimental data set of curves from cyclic loading test with the marked mean values and
standard deviations.

The first step of identification procedure is PCA of the experimental data set with the results shown
in Tab. 1. There are variances of the particular PC and also cumulative percentage of the explained
variation present in the data. In this example, only five PC are sufficient to explain all the variability

which can indicate that only 5 parameters are important.

Tab. 1 Variances and variances explained corresponding to PC of experimental curves.

PC  VAR[-] VAR explained [%]

1 9588.425 96.310
2 342.552 99.751
3 22.569 99.978
4 1.641 99.994
5 0.543 100.000
6 0.016 100.000
7 0.003 100.000
8 0.000 100.000

To separate the relevant parameters from the irrelevant ones SA can be successfully employed. Fig. 5
shows sensitivity of the stress expressed by SRCC and sensitivity of the particular PC in the form of

Sobol indices. In this example, the 6th parameter does not play any role within the given loading test.
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Fig. 5 Sensitivity expressed by SRCC (a) and Sobol indices (b).

The irrelevance of mg can be revealed as well by the probabilistic identification procedure, see Fig. 6,
where the posterior of mg corresponds to the prior. There is also shown the difference between sampling
the posterior and likelihood alone. More precise results, especially variances of the identified parameters,

are obtained by sampling the likelihood, which is obvious from the numerical results listed in Tab. 2.

Posterior
0 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10 0.5 1
my ma ms3 may ms me
Likelihood
0 0.5 10 0.5 10 0.5 10 0.5 10 0.5 10 0.5 1
my mao ms my ms Mg
Prior <> Prior
Experiments & Prescribed experiments
Identification & Identification

+  Experiments

0O 05 1
my

Fig. 6 PDFs of the identified parameters.

The identification procedure provides the joint distribution of the identified parameters. In this exam-
ple, two of the experimental inputs are sampled as strongly correlated and this relation is detected from
the identification, see Fig. 6. The problem will arise if the experimental parameters are fully correlated,

in this case, the optimisation of particular experimental curves can be used to reveal the correlation.
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Tab. 2 Mean values and variances of parameters from the prior knowledge, experiments, sampling of the
posterior and sampling of the likelihood.

mi mao ms maq ms me
Prior
MEAN 0.511 0.522 0.473 0.580 0.508 0.236
VAR 0.093 0.092 1.041 0.076 3.086 5-107*
Experiments
MEAN 0.503 0.506 0.448 0.557 0.520 0.237
VAR 0.020 0.019 0.010 0.017 0.009 1-107°
Posterior
MEAN 0.485 0.490 0.448 0.536 0.522 0.239
VAR 0.014 0.014 0.012 0.014 0.011 0.001
Likelihood
MEAN 0.496 0.498 0.452 0.552 0.522 0.475
VAR 0.020 0.019 0.012 0.018 0.011 0.095

In Fig. 7 the model output corresponding to the identified parameters’ distributions is compared
to the experimental data. For a sake of clarity, there are also the distributions of the model response
corresponding to two particular time steps. The expert’s estimation represented by the green prior leads

to a greater variance while the identified red distribution corresponds to the real behaviour of the material.

1 , , Experiments
Z Z Experiments, mean + std
Prior, mean + std
0.5 1 —— Identification, mean + std
n
n
g 0
A
— =
-0.5 A A
A A
-1 . = - —
0 8 10 16 20 25
Time Stress(Time=8) Stress(Time=8)

Fig. 7 Comparison of experimental data and model response corresponding to the identified parameters.

Finally, an experimental error is added to each point of the experimental curves. It is a normally
distributed variable with standard deviation equal to 2 % of corresponding output standard deviation.

This error size is critical because a bigger error becomes more important than some of the parameters

— —0%
g —1%
= —
< 10 %
> —20 %

0 5 10 15 20
#PC

Fig. 8 Variation of principal components’ variances due to the increasing experimental error.
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which makes their identification impossible. Fig. 8 illustrates influence of the increasing error on PC. In

the case of the critical error, the identification provides sufficiently accurate results depicted in Fig. 9.

0 05 10 0.5 10 05 10 0.5 10 0.5 10 05 1
m1 mo ms3 my ms Mg
Prior
Experiments
Identification
Fig. 9 PDFs of the identified parameters.
CONCLUSION

The presented contribution focuses on probabilistic identification of heterogeneous material parame-

ters. The identification procedure is based on MCMC sampling of the likelihood function. We use PCA

to formulate the likelihood. The variances of PC define the number of relevant parameters influencing

the model output and the maximal size of experimental error not disturbing the identification process.
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ANALYSIS OF THE PROPERTIES OF THE SURFACE
LAYERS OF DENTAL IMPLANTS

Alice KAPKOVA 1, Ale$ JIRA?, FrantiSek DENK?, Lubomir KOPECKY *

Abstract: The present paper is focused on the micromechbaiwalysis of material properties and the micrqsico
analysis performed to evaluate the surface mormholof enosseal part of dental compensation witindsital

shafts as well as plasma-surface modified hydroaijtp Using the nanoindentation the difference<lastic
modulus and hardness of the examined implantseistiaft supporting portion and the surface are careg. The
mechanical tests clearly show that the differeraresmainly in the peripheral layer, in the rangeadfout 17-157

GPa. Moreover, the hydroxyapatite surface is swidhig means of terms of elemental analysis and stofy.
Keywords: dental implant, hydroxyapatit, nanoindentatiomuvig’s modulus

INTRODUCTION

Physical and chemical properties of implant sudaae discussed with regard to the biological and
clinical behavior. Chemically modified surface adntial implants shortens healing, exhibits excellent
oseoconduction properties and high primary stghbilftthe implant [1]. Individual studies prove [3),
that the surface roughness affects the rate ofaimpisseointegration and biomechanical fixatiore Th
surface of present implants based on titanium @rfeequently modified by sandblasting, chemical
etching in mineral acids or plasma modification hyfdroxyapatite. Generally, the development of
chemically modified surfaces led to the new gemmnadf implants. These surfaces are designed to
exhibit a specific type of reactivity designatedtzes bioactivity [4]. Bioactive surfaces are chéedazed
by the formation of calcium phosphate on the serfaicimplant promptly after implantation, when the
synthesis of bone mineral osteogenic cells is stll possible. The characteristic properties ofehe

surfaces are the high wettability (hydrophilic @wer), high surface area and high hydration [4]rb]
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the present work, measurements were performed plamts whicl coatingswere made by means of
plasma sprayed hydroxyapatite. This material isnotely defined as CoPQy)s(OH),. The
hydroxyapatite is very fragile and cannot carry phesthetic loa. Therefore, ittannotbe used for the
production of separate lodmkaring implantsbut only for coating. [FHydroxyapatite has osteoindwve

properties which promote timew bone formatio

METHODICS

Within the experiments we have primarily focuseddmtermining the micromechani surface
properties of the implanstem using nanoindentation. Moreover, thieroscopic analysis of tt
surfacewas carried out by means of electron microscope XL30 ESEWVPM - Philips [7, 8].
Individual samples were analyzed sequent to obtain the surfacenorphologyas well as stem
composition (elemental analysi#\ll measurements were performed for severagnificatiors (20x -
1000x).

To study the evolution ofelastic modulus through thendividual layers of implantsthe
nanoindentation testeNHT CSM Instruments equippewith Berkovitch tip was utilized. This
approach allows for determination basic material characteristics at the micro le9]. These basic
characteristics include Young's modulus, hardndsthe material, plastic and viscous parames

Using the nanoidentor thead vs. inentation depth diagram is obtained (Fig 1).

A

load pause

\036\

Load, P [mN]

Depth, h [nm] hy

Fig. 1 Typical indentation curv— load vs. deptlleft) and scheme of the simulation ur
the indenter (right)

Material characteristics aderived according ' Oliver-Pharr (O & P) [6]:

he =hpax — € Prggx (1)
dh

wheree is a constant that depends on the indenter geor(fetr{derkovich and spherical indenter

value ofe is 0.75).The reduced modullE; is evaluated as
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_dP 1 +m
T = R2E VA 2
where f stands for the geometrical factor correcting than-symmetrical indenter shape (for
Berkovich indenter the value ¢f is 1.034 and for spherical indentgris 1.0) andA denotes the
projected contact area of the indenter at the pHad&hardnesH is calculated as

Pmax
~ A(hY) (3)

whereA is the contact area at load Pmax and hc standisdentation depth.

The flexible contact idealization is utilized totaim the Young's modulu&) as

1 (1-v¥) (1-v})
E, E  E 4)

wherev is Poisson’s ratio of the tested matertalandy; are elastic modulus and Poisson’s ratio of the

indenter, respectively.

Five different dental implants were examined (Mayr). All tested implants had a cylindrical shaft
and a peripheral coating produced by plasma spyayfirhnydroxyapatite. The titanium alloy used for
implant’'s stems was JjAl,V. Var. | was provided by the manufacturer No.1jlevthe rest (Var. II-
V) by the manufacturer No.2. Note that each ofithplants is from different batch. (Manufacturer

names are deliberately hidden.)

The implants were embedded in an epoxy resin ag ¢hit and polished to an acceptable quality
of surface. The transverse and frontal section areatents were performed for the Var. Il, Ill and IV
Because of limited number of specimens, the measnts on transversal section were carried out
(Var. 1, V). The parameters needed for the nanaetesetup were chosen with regard to the expected
depth of the indent in the range of 700-1000 nnmfietal parts (stem) and 300-500 nm for the surface

layers of implants. The loading was controlled g tmaximum value of applied force.

RESULTS

The elemental analysis by electron microscopy shavge differences in the composition of each
variant (Tab. 1) - only elements exceeding 1% astldor one of the specimens are presented.
Unfortunately, it is not possible to compare thigioal composition of the surface with measuredadat
because these data were not provided by the mduatdex All the studied implants are coated with
hydroxyapatite [Ca (PQ) s (OH) ,], but their elemental composition varies consitigraIn

particular, the implant | has higher carbon congertt lower content of calcium and phosphorus.
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Tab. 1 Percent (atomic) representation of chemical complgum the implant surface at high

magnification (1000X) and small area on which theasurement was performed

Element implant

[%] | I 11} v Vv

C 15.09 /

) 52.19 57.30 62.04 /

Al 0.4 2.90 0.51 0.24 /

Si 0.15 1.18 0.40 0.15 /

P 12.01 34.42 15.02 14.47 /

Ca 18.09 61.40 25.94 22.55 /

Ti 1.47 0.21 /

Large differences in chemical composition are deespecimens Il, lll and IV (all from the same

manufacturer). In this case, the implants were csate from different batches. Note that the
manufacturer changed the chemical composition efctiating from batch to batch. The morphology
of the implant surfaces is very similar for all teamined variants. Surface coatings are free afpsh

edges and the pore size is almost identical (Fig 2)

v X . . ‘_ A 4 ' § o 4
g SR l - . ” =
cC. Spot Magn  Det WD Exp AccV SpotMagn Det WD Exp F—— 200um
30.0kv 60 120x SE 1281 30.0kv 6.0 100x SE 120 1
= T ~ 3

iy Nie * =

R o < -
Det WD Exp ! ! AccV  Spot Magn

SE 1121

14 Pa L 30.0kV 6.0 100x
L RLLE G

VAR I VAR IV

Fig. 2 Coating implants at 100-120x magnification of tlhec&#on microscope
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Var. V was not supplied ia sterile form, therefore the elemental analysas omitted for this

specimen.

Within micromechanical analysis, we focused on @healysis of the elastic modulusand the
actual stem of the implant surface layer, the hesdrof the stem and the implant surface anc
thickness of the coatinigyer. Measurements using cyclic loading (loadimdour steps, whic leads
to cycles of "loading unloading”(Var. 1I-1V)) did not affect the measurgubrosity at the require
depth of indent. Therefore, the other sampleere loaded onlywith one cycle of "loading-

unloading”. Theobtained results are summarized in Ta

200 _
T - T :
L 150
=
[V E]

E, I
3 100
[=]
E [
_m
g 50
-
1
0
| I 1 v \

Implant

Fig. 3 The &olution of Young’s modulus theperipheral layer of implant (minimum, low

quartile, median, upper quartile, maximum)

200

150

100 T

50

Young's modulus Eit [GPa]

| ] 1] v A"
Implant

Fig. 4 The &olution of Young’'s modulus the stenof implant (minimum, lower quartile, medic

upper quartile, maximum)
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The Young's moduli of the implant stems are simfitairall variants and confirm the data supplied

by the manufacturers.

Tab. 2 Summary of experimentally determined elastic mad{Hit), hardness (Hit) and thickness of
the modified surface layer of selected implants ted fins. The resulting value is calculated as

the median of measured values

implant
I Il 1] \Y, Vv
long. trans.| long. trans long. trans.

Eit stem [GPa] 1155 | 126.9 1174 | 129.1 118.1 | 129.9 116.9| 113.8
Eit surface [GPa] 17.4 145.6 1570 147.1 15y.5 H33133.9| 139.1
Hit stem [kPa] 3894 | 4258 4148 | 4579 4289 | 4804 4062 | 3687
Hit surface [kPa] 569 6723 7698 7733 8141 5106301 | 8119

coating

thicknessfim] 49 67 63 144 135 187 180 99

Despite the fact that the plasma-coated hydoxyawas common for all specimens, a large scatter
in the values of elastic modulus and hardness if&es was observed. Samples 1l-V show values of
E relatively close to each other, but comparediéosample | are about 8x larger.

The microscopic analysis revealed a relativelydavgriance in the thickness of the surface layer
(Fig. 5).

Fig. 5 Microscopic images - transverse (left) and longitad (right) cut of the implant Il showing

non-uniform thickness of the surface layer
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CONCLUSION

The present study was focused on the analysigraiisseous dental implants. All implants had the
titanium alloy stem (&ihAl4V) of cylindrical shape whose outer surface layasviormed by plasma
spraying of hydroxyapatite (Ga(PQy)s(OH),). The modulus of elasticity of the stem implanalisost
identical for all studied variants and confirms tii@ta supplied by the manufacturer. Significant
differences in the mechanical and chemical progentvere observed for the implant surfaces, even
though it the same material was utilized. The ¢fééchese differences on long-term implant stapili
must be verified by means of clinical applicatiods) equally important finding is the uneven
thickness of the surface layer. During the biolabigprocesses following implantation the
hydroxyapatite surrounding tissues is consumedsanthe uneven thickness could negatively affect

the healing process.
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REINFORCEMENT OF GLUED LAMINATED TIMBER
BEAMS - POSSIBILITIES

Pavel KLAPALEK!', Lenka MELZEROVA?

Abstract: This article aims to summarize and describe the most commonly used methods for reinforcement of
beams made of glued laminated timber (GLULAM). The introduction will describe why and when it is good to
reinforce beams and which methods exist. Each method will be collectively described, including pros, cons and
possible usage. In the conclusion, the methods will be compared and evaluated objectively. This article was
created as a research for follow-up work that will be more in depth focused on chosen method for reinforcement

of glue laminated timber beams.

Keywords: Reinforcement, glued laminated timber, GLULAM, FRP, steel, carbon fiber.

INTRODUCTION

Currently, the timber elements made of glued laminated timber, are very popular in civil
engineering, mainly due to the excellent ratio of weight to capacity. GLULAM elements, such as
simple beams with rectangular shape, saddle beams of various types, arches and frames, are mostly
used for roof structures. Timber structures but generally exhibit a greater deflections under load than
similar elements made of steel or concrete. GLULAM is doing in this respect a little better, but still
mostly about the use of the GLULAM in the structure (by the standards) decides size of deflection.
GLULAM has a relatively low tensile strength perpendicular to the fibers (delamination), for example
an arc structure is often necessary to reinforce to increase load capacity [4]. Glued laminated timber
has been manufactured since the end of 19th century, but massively has been used since the 50th years
of the 20th century. Already in the sixties the technologists and manufacturers became interested in the

possibility of reinforcing the GLULAM [3].

Just to improve worse properties of a material, it is appropriate to use other materials for
reinforcing methods to increase their strength. Reinforcement also allows the use of dimensionally
smaller elements that have the same strength as the elements without reinforcement. Consequently also

reduce the weight of the structure and reducing the enclosed space. Reinforcement is then a system
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composed of two or more substances which is responsible for the resulting element to supply the new
or improve the old features. Task of one substance in the material is then usually to improve one
property, usually the strength, while the other serves as a binder. The result of such connection is then
product, which is generally called a composite material [1]. The best known representative of the
composite material is the reinforced concrete. This article discusses the elements, made of timber,

reinforced with other materials, such as timber of other species, wood-based materials, glass or carbon

fiber or steel, glued to timber (Fig. 1).

Fig. 1 From left: carbon fiber sheet, glass fiber sheet and steel rods
(http://www.easycomposites.co.uk/)

Basic division and methods

When reinforcing a timber structures you must fundamentally distinguish whether an element, that
needs to be reinforced, has been already embedded in the structure (in-situ) or in production. The

article focuses rather on the second group, thus reinforcing during the production.

The first group is used, for example, during the reconstruction of historical buildings, if you need to
increase the bearing capacity of the structure (changes regarding the use of the object) or repair of
damaged elements. There are several possible ways to increase the bearing capacity of the construction
in-situ. The first way is to use long screws (Fig. 2) that are screwed perpendicular to the already
existing shear cracks and thus help to carry the load of the beam to different locations, which are not

damaged, or solidify GLULAM beams to withstand more tension perpendicular to the fibers [6].

Fig. 2 Self-tapping continuously-treaded screws and threaded rods of different size
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The second method is called attaching. Attachments are made of timber (plate, beam, LVL
products, plywood), steel (U-profile, salary) or other materials. Attachments are applied mostly from
one or two sides of the element, sometimes even from three or four sides. Elements subjected to
bending is recommended to attach vertically - i.e. from the top or bottom side of the element (Fig. 3).
However, this is not always possible, e.g. in ceilings there must be maintained the original floor height
or the original soffit. Timber elements can be reinforced over their entire length or just locally, e.g. in
the middle, at one end, etc. The disadvantages are then enlarged cross-section and change of the

architectural point of view [7].

Fig. 3 Reinforcement of the beam by steel U-profile: 1 — timber beam, 2 — reinforcing steel U-profile, 3 —

connection between two materials (http://www.asb-portal.cz/)

The second group is then the one which for our purposes we will devote more in detail. Reinforcing
beams already in production has justified its advantages, the main one is controlled production and
optimization of reinforcement. Reinforcing beams in the production can be divided into three basic

methods, which mainly differ in the type of material used to reinforce the beams and its effects.
Reinforcement by high-strength lamellas made of timber

Reinforcement of the beam using high strength lamellas is one of the commonly used methods by
producers of GLULAM beams. The beams are then provided, at the bottom, or even at the top edge,
with the lamella of higher strength and quality than the rest of the beam (Fig. 4). Under a typical load
of the beam, the most strained parts are lower (tension) and upper (pressure) edges. The used
reinforcing lamellas are then up to several strength classes higher than the center of the beam. Because
the technological process of production of GLULAM beams is basically unchanged, this solution is
commonly used. The use of lower quality wood for the middle section helps to reduce the production

costs in the tens of percent. The disadvantage might be the need to control the quality of the
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reinforcing lamellas and to control the method of storing the beam in the structure, so that the proper

orientation (mainly when reinforcing the beam at only one side) [5].

Fig. 4 Example of the GLULAM beam (E) reinforced with timber lamellas of higher strength (A)

(http://www.americanlaminators.com/firp.html)
Reinforcement by gluing steel rods and wires

Reinforcing with steel bars and wires is a common method that has two uses. The first one is gluing
of steel rods (even pre-stressed) or wires to the bottom or upper lamellas. The second one is gluing
steel bars perpendicularly to the fibers to increase the bearing capacity of the material strength
perpendicular to the fibers, it is most often used for high beams (up to 2.5 m) used on the large spans
[2]. This type of reinforcement, however, entails a lot of problems, mainly arising from the
incompatibility between wood and steel. You must use the appropriate connecting material (usually
resins or polymers) (Fig. 5), but there is still often found corrosion of steel elements. Steel can also
considerably increase the weight and decrease the load capacity when exposed to fire. Steel elongation

at yield point is lower than at the timber in advance whereby there the use of plasticity of wood [9].

_ a9
Fig. 5 Pre-stressed steel rods bonded to GLULAM beam by glue [2]
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Reinforcement by composite fibers

For reinforcement by using high-strength materials, known as FRP (Fiber Reinforced Polymers),
are used composite fibers made of aramid, carbon, glass, asbestos, PVA and others, the first three are
the most commonly used in the civil engineering [1]. Composite fibers are an anisotropic material that
has considerably improved characteristics in one direction only. They are preferred mainly due to the
high tensile strength in the fiber direction, high stiffness and low weight. Possible use for
reinforcement of the beam from LLD depends on the form in which the fibers are produced (plates,
strips, rods, or fabrics) and how they are attached to the beam. To ensure the interaction between
composites and timber, it is necessary to achieve the perfect conjunction, which is done with glue (Fig.
6). A simple gluing to the beams, however, has a major drawback that the fibers are used only at 40%
of their capacity [5]. For a better use of fibers there is the possibility of pre-stressing them, firms are
currently trying to pre-stress the system of timber beams in combination with carbon fibers [10]. Use
of composite fibers for reinforcement of GLULAM in the Czech Republic is still relatively low, but
this is not by malfunction of the solution, but rather by professionals that are lacking information. The
material costs are high, but because the technology is still being developed and optimized, the price
reduces every day. Already today, it is possible, when using the composite fibers for reinforcement,
save up to 35% of total cost. This stems mainly from the possibility of using lower quality timber and

reduction in size of elements (saving the cost of transport).

Fig. 6 Glulam beam reinforced by a carbon fiber sheet [2]

CONCLUSION

While exploring possibilities of reinforcing beams of glue laminated timber it is clear that there are
many methods which are already widely used in building practice. Some methods, which include
mainly the use of composite fibers, however, are still rarely used. However, these methods provide
significant improvement of material properties and so it is necessary inform the public about these
options. Nowadays, you can already save part of the costs with this method, but it is necessary to

simplify use and prepare a unified design system.
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THE INTRODUCTION TO THE FORMATION OF
LAMELLAR STRUCTURES OF OSTEONS

Miroslav PETRTYL %, Romana LOVICHOVA?,
Pavel PADEVET?, Lubomir KOPECKY * Petr BITTNAR®

Abstract: The cortical bone is a composite material witlerarchical structure. At microstructural levels one
can distinguish two lamellar structures at the mmatgortical bone: osteons, made from concentricetayof
lamellae surrounding long hollow Haversian canalsd interstitial lamellae made of remnants of oklemns.
The spatialarrangemenbf osteons has been already described by manyeuttowever theirs 3D structural
descriptions are more or less different. The ainthié paper is to clarify the current knowledgelamellar
structures of osteons.

Keywords: Osteon, cortical (compact) bone, spongy (cancsljdone, interstitial lamellae.

INTRODUCTION

Bone is a dynamic tissue, constantly undergoingutin the process of remodelling. Live bone
tissue, like other biological systems, has an fgtidi optimize the structures on all its structueadels.
Compact bone and cancellous bone are multifundtlminéogical tissues having from a biomechanical
point of view a bearing function dominantly andnrany cases also a protective function. Mature
human cortical bone is composed primarily of dgnaelanged Haversian systems with a central canal
inside - Haversian canal where run blood vessets rarves. Excellent mechanical properties of

healthy mature bone tissue are result from thelenge of genetically pre-determined functions in al

! Prof. Ing. Miroslav Petrtyl, DrSc., DepartmentMéchanics, Faculty of Civil Engineering, Czech Trichl
University in Prague, Czech Republic, petrtyl@fsutacz

2 Ing. Romana Lovichova, Department of Mechanicscufig of Civil Engineering, Czech Technical

University in Prague, Czech Republic, romana.looid@fsv.cvut.cz

% Ing. Pavel Padet. Ph.D., Department of Mechanics, Faculty of Ci@hgineering, Czech Technical
University in Prague, Czech Republic, pp@cml.fsutmz

* Ing. Lubomir Kopecky, Department of Mechanics, Wgcof Civil Engineering, Czech Technical Univeysi
in Prague, Czech Republic, kopecky@fsv.cvut.cz

® Ing. Petr Bittnar, Department of Mechanics, Facwif Civil Engineering, Czech Technical University

Prague, Czech Republic, petr.bitthar@fsv.cvut.cz

87



Nano and Macro Mechanics 2014 Rgafl Civil Engineering, CTU in Prague, 2014, ™8eptember

components of connective tissue and in the samedisresult of mechanical/biomechanical effects in

these tissues.

STRUCTURAL LEVELS OF CORTICAL BONE

At a nanostructural level (in the frame of nanomsteo several hundred nanometers) the
nanostructure of osteons can be characterized bphmse nanocomposite material containing in
volume unit organic components (approximately 3%-%), inorganic components (approximately 33
— 43 %) and remaining amount of volume unit is wdfd. A key component of bone tissue is
collagen of the®l type. From the total amount of proteins in borerétis this kind or type of collagen
represented by 90 %. The left proteins are includigdin the group of non-collagenous proteins [2].
The inorganic phase is composed of nano-crystalsHAf mineral (calcium hydroxyapatite -
Cao(POy)s(OH)). Mineral components contribute to high stiffnessl undesirable brittleness. Protein

components contribute to the flexibility and defaiility of tissue. A very important component of

bone tissue is water, which from the biomechanpmaht of view contributes to hardening. Water
molecules contribute to the strength of the boniéstoptimum viscoelasticity and also toughness Th
nano-composite structure of bone tissues, whichcamposed by mineralized collagen fibres and

water, creates nano-basic functional compartmetiteobone.

The sub-microstructural level, i.e. at the level tbé lamellas of osteons (thicknesses of the
individual lamella of up to several microns) ar¢egrated in the structural component osteons i.e.
lamellar composites consisting of bundles of milieed collagen fibres®i type, water with non-

collagen proteins and ions (for example, nitrogehcium, etc.).

In the micro-structural level (in the range of tdnshundreds of microns) there are composed
discrete osteons or interstitial lamellae of caiftidoone. Osteon is longitudinally oriented
microstructure element bone [2] about an irregajdindrical shape with an outer diameter of about
200-250 um formed concentric lamellae thicknes$ebout 5-7 microns. Lengths osteons reach up to
several mm. The concentric plates have an appraélynaircular to elliptical or oval cross section.
The longitudinal axes of the osteons are mostlgnied to the direction of the first dominant prpadi
deformations (or the first dominant principal ss&s) [3]. The longitudinal axes of osteons are
oriented (for example in femur) in the directiorfdadt-rotary helixes (in the medial wall) and inet

directions of right-rotary helixes (in the latevadll) [3].

OSTEON - BASIC MEZO-STRUCTURAL SUPPORTING ELEMENT O F BONES

The main pillars of mezzo/micro-structural leveldone are osteons. To bring an exact definition
of its elastic/viscoelastic properties and strengls and still is a very challenging task. Lamebtias
osteons were very extensively tested in termsrofitro”, for example [4]. Severity choice objeiv

model live tissue largely depends on the definitmnthe orientation of fibres in the lamellas
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mineralized osteons and their elastic/viscoela@tlastoplastic) characteristics, which are lamellar
fibres inhomogeneous and depend not only on theldigon of collagen nano-fibres (in multiphase

composite compartment of nano-levels) but alsohenrtensity of the formation with free ions in the

intercellular space. The ions contained in theraa#ular fluids actively regulate bone metabolism

bone cells.

Sub-microstructures of collagen bundles and fibreshe bone lamellae of osteons are highly
influenced by mechanical effects [5]. Orientatidritee mineralized collagen fibres in the lamellés o
osteons are due not only genetic transcription,aist the response of live tissue to the dominant
strains [3, 6, 7]. Therefore, it is not yet paigar attention to the orientation of collagen fibaesl
bundles in lamellar structures in osteons. The rge8ms of collagen fibres/bundles in lamellar

structures in osteons are more or less different.

The first pioneered developers focused on colldipeas in the lamellas of secondary osteons were
Ebner (1874), Gebhardt (1906) [8] and WeidenreitB28) (Fig. 1 - left), who consistently
documented the alternation of lamellae with lorgjital helical filaments with lamellae transverse

fibres (with the lower slope).

Fig. 1 The orientation of the mineralized fibredhe lamellae of osteons by Ebner— Gebhardt —
Weidenreich (1874 - 1923) (left), by Ranvier (18#biddle), by Ziegler (1908) (right)

In 1875 Ranvier published changing of "homogenedasiellas (without specification of fibre
orientation) with lamellas containing short fibr@sg. 1 -middle). A similar conclusion was reached
by Ziegler (1908) that only the term "homogenizédaihella replaced with the term "intermediate
substance” (Fig. 1 - right). Except of these laaslhe described the lamellas with longer helical

filaments.

"

Ruth (1947) also introduced a harmonic patternheflamellas, so that between each "compact
lamellas there is found diffuse (thin) lamella witandomly oriented fibres. He characterized
infrequent ("diffused") lamellas wider than the amnt "compact” (fibrous) lamellas. It cannot be
overlooked that Ruth was the first who pointed thé linking of collagen fibres in the wider
"diffusion” slat with adjoining "compact" lamellagith one-direction oriented mineralized collagen
fibres (Fig. 2 - left). In 1952, Rouiller published model very similar to the model of Ruth. He
described wider "cemented" lamellas to which randfmam adjacent lamellae oriented mineralized

fibres) enter non-oriented collagen fibres (Fig.rigjht).
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Fig. 2 The orientation of the mineralized fibredhe lamellae of osteons by Ruth (1947) (left),
by Rouiller (1952) (right)

In 1970 and 1976 Ascenzi and Bonucci characteriaedellas so that at each subsequent -
adjoining lamellae are situated mineralized coltafibres oriented in the direction of the helix.ejh
described the right-rotary oriented collagen fibireshe lamellae with their left-rotary orientatianf
collagen fibres in successive lamellae (Fig. 3ft).I€hanges in the slope of collagen fibres (iohea

successive lamella) were brought by Gebhardt.

Fig. 3 The orientation of the mineralized fibreghie lamellae of osteons by Ascenzi and Bonuc@idfl9
1973) (left), by Marotti (1988-1993) (middle), biyuad-Guille, Wagermeier (1993-2006) (right)

In 1988 Marotti set up harmonious alternation o0b ttypes of lamellas in osteons, i.e. lamellas
"weak" ("thick", darker), rich in "tangled" fibreand lamellas "strong" (having clearly less dense
interlocking mineralized collagen fibres of thetype) (Fig. 3 - middle). Marotti et al. simultangsty
demonstrated that stronger light layers compriseugliO to 15% larger amounts of calcium and
phosphorus than the weaker (darker) layers. In M98®&tti performed deeper analysis by polarized
light microscopy (PLM), scanning electron microsedEM) and transmission electron microscopy

(TEM) and confirmed the findings in the proximityogp conclusions concerning on the classical
model Gebhardt.

In 1988 Giruad-Guille introduced model TPA (Twistelgwood Architecture of collagen fibrils [5]
that is based on the rotation of sub-layers ("sublée"), formed by parallel collagen fibres, rotgt
around the centreline of osteons (Fig. 3 - rightle work Giruad-Guilleho followed by T. Hofmann et
al. (2006), [9] and Wagermeier W. et al, (2006)0][2who described the helical structure of the
mineralized collagen fibres in the lamellas of oate
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SHELL SUB-LAMELLAR SEGMENTS IN THE SLATS OF OSTEONS

With the respect to differences in the descriptiofidamellar structures of osteons by various
researchers, the authors of this work focused ennticro-ultrascopic structure analyses of bone
fragments (grafts) removed from the proximal pérthe human femoral shaft. Fragments of compact
bone (man’s bone at the age of 62 years) weresstwding an optical microscope Bresser LCD Micro
and scanning electron microscope (SEM) brand OXES&M from FEI manufacturer. In planes
perpendicular to the longitudinal axis of the m&wmope (Fig. 4), there were observed known
microstructures of osteons with narrow dark laneelad with bright wider lamellae and lacunae of
osteocytes. The new findings were discovered duobgervation of bone grafts in perpendicular
direction to the longitudinal lamellar structurdsg 5) using the scanning electron microscope. At
800-multiple enlargement there were easily obsenadow lamellas from which shell sublamellas
appear that are formed from parallel bundles ofamglized collagen fibres irregular circular cross-
section with a diameter of approximately 4-5 pnmegating only a single sublayer. Segment shell
sublamellas do not create continuous concentrgsrifthe mid-surfaces of the monolayer (segment)
plates are curved or even flat. The described rigglindicated that at the substructural levelsether
exist sublamellas with less/small flat surfaceswinich there are found collagenous bundles of the
same directional orientation, whereas adjoiningesukllas are all mineralized collagen bundles

oriented in different direction.

Fig. 4 The distribution of osteons and interstifeinellaes in cross section observed by the optical
microscope (left) and by scanning electron micrgsec(SEM) (right).

CONCLUSION

From the microscopic analyses there can be donelibeing key conclusions:

1) Osteon lamellas consist of sublamellas that fomesfticted areas") lamellar sublayers that
include a set of parallel collagen bundles havimg same orientation. The diameters of
collagen bundles are about 4-5 microns.

2) Shell segments have plane or slightly warped migtiee.

3) Parallel mineralized collagen bundles have straoglslightly curved centerline.

4) Directional orientations parallel mineralized cgh® bundles in shell sublamellas have
different orientation than the parallel bundleseighboring sublamellas.

5) Segment shell lamellas create the sublamedattsin the more mineralized lamellas.

6) Layered segment sublamellas are more concentratedime lacunaes of osteocytes.
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Fig. 5 Shell sublamellasonsistof parallel bundles of mineralized collagenr#is irregular circular
crosssection with a diameter of approximately-5 pm, generating only a single subla
(sublamella). Shell segments in the image captbye8EM have the n-surface planar or curvecor
slightly warped.
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ELASTIC SIMULATION IN OOFEM BASED ON THE IDEA
OF QUASICONTINUUM

Karel MIKES *

Abstract: The quasicontinuum (QC) method is a relatively new computational technique. This technique is a
combination of continuum and atomistic approaches. The key idea of QC is to reduce the computational cost by
reducing degrees of freedom (DOF) of the fully atomistic approach. Instead of dealing with all atoms, a small
relevant subset of atoms is selected to represent the whole system. These atoms, the so-called repatoms, are used
to approximate the DOF of other atoms [1]. This article provides a comparison of a method using a discrete

particle model based on thisidea with a pure particle approach, both implemented in OOFEM [2].

Keywords: Quasi continuum method, discrete particle model

INTRODUCTION

The quasicontinuum (QC) method was proposed by dad@rtiz and Phillips [3] in 1996. The
original application of this computational techréqwas a simulation of large atomistic systems
described by long-range conservative interactiotemg@ls. In this article, we focus on discrete
particle systems with short-range interactions. hSegstems are typically used in simulations of
heterogeneous materials. Particles in these systeendistributed randomly and do not form regular

lattices like in atomistic systems, but the ide®@f can still be used.

The idea of quasicontinuum method

The main idea of the QC method is to reduce the @@ computational demand without losing
the exact atomistic description in regions wheris itequired. Therefore, two types of regions ie th
solved domain are considered. In the regions df ligerest, the pure particle approach is required
and all particles contribute to DOF. By contrastthie regions of low interest, continuum assumpation

can be used and the number of DOF is significaetiyiced.

Only a small subset of particles is selected toasgnt the entire system. These particles, the so-
called repnodes, represent the nodes of a triangudah that are used to interpolate the DOF ofrothe
particles in the region of low interest. The pasitof the node of interpolation mesh is not arbjtra
but has to coincide with one of the repnodes, Wwigh a particle carrying DOF. In the regions oglhi

interest, all particles are selected as repnodpsotade the exact particle representation.

! Bc. Karel Mike$, Faculty of Civil Engineering, CTibl Prague, karel.mikes.1@fsv.cvut.cz
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The regions of high interest can be set expli@yconstant during the entire simulation process, o
can be changed as needed in each time step. Alsuttdaange of the regions of high interest is often
associated with a substantial increase of accuaacl in several specific cases, it is necessary to

represent the correct physical behavior, e.ghénctack propagation process.

In this article, a method based on the idea of igugainuum is compared with the pure particle
approach in 2D. Accuracy is expressed in termgmfre in displacement and strain. The number and

position of repnodes are adaptively changed toeaehtine optimal result.

METHODOLOGY

The simulation algorithm is composed of the follogsteps:
e generation of particles and trusses
» selection of repnodes and interpolation elements

e computation in OOFEM

Generating of particles and trusses

In the first step, the required number of partidlesgenerated in the solved 2D domain. The
position of each particle is generated randomlyl din¢ required number of particles is generated or
the maximal number of iterations is reached. Theimml distance between each two partidtgsis
prescribed and checked in all iterations. Finatgch two particles whose distance is less than
prescribed valu®, = kRp are connected by a link because only a shortristanteraction model is
considered. Factdr should be selected from the randeB,1.9) to obtain the optimal truss density,

see Fig. 1.

Fig. 1 Particles connected by linksfor R, = 1.9 Rp.

A quadtree structure is used to make the distaineeking faster. The solved domain is bounded by
a rectangular region, which region is recursivalpdivided into four quadrants several times. Then
only the necessary neighboring quadrants are sdadoegng distance checking. Numerical tests

showed that this method becomes efficient for systeith at least a few thousands of particles.

Boundary conditions are realized through the useé @fgular nodes to prevent local effects. Only

one node in the middle is subjected to the appatgioundary condition. All 6 nodes are labeled as
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repnodes. Interpolation elements formed by theske®i@re not taken into account because they are

located outside the solved domain.

For the pure particle approach, an OOFEM inputifilereated in this step. Every single particle
represents a node with two DOF (vertical and hatiziodisplacement) and the links are described by

1D truss elements.

Rep nodes selection and interpolation elements

In the QC approach, most of the DOF are approxithater that purpose, a sufficient subset of
particles is selected as repnodes. At first, attiglas in regions of high interest are selected as
repnodes. Then all existing repnodes are considegathdes of the new 2D mesh and triangulation is
finished in the whole domain. All newly created asdf the mesh are shifted to the position of the
nearest particle and this particle is labeled aspaode, too. Sometimes, two or more nodes of one
mesh element happen to be shifted to the sameqmsithich leads to degeneration of a triangular
element to a line or a point. Such degeneratedezitsrare detected and removed. This process allows
to create an interpolation mesh with variable dgnsith the nodes in the position of particles. See
Fig. 2 and Fig. 4.

Now everything needed for the creation of an OOFiapULt file is ready. All nodes (particles)
connected with truss elements contribute to tHéness matrix but only repnodes have independent
DOF. Repnodes with two DOF (vertical and horizomlizplacement) represent nodes of a triangular
mesh. Triangular elements are assigned zero trsskawed thus do not contribute to the global sti#éne

matrix. These elements are used only to approxidiapgacements of nodes not selected as repnodes.

Computation in OOFEM

In OOFEM implementation, nodes carrying DOF are eted as regular nodes. Nodes with
interpolated DOF are realized with a special typenade called hanging node. This type of node
allows interpolation of its DOF by the nearest ipt#ation element. It means that interpolation of a

node outside of the interpolation element is alsssble.
In this article, linear interpolation of hangin@des is used. Trusses connecting particles are
modeled as purely elastic.

RESULTS

Bending beam

The first example is a three-point bending teshwgometry according to Fig. 1. The pure particle
model consists of 2989 particles and the numbaem&hown DOF is 5974. In the first interpolation

mesh, there is no region of high interest and timaber of unknown DOF is reduced to 232; see Fig. 2
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top. In the second interpolation mesh there are tegions of high interest and the number of
unknown DOF is reduced to 1924; see Fig. 2 bot#nsolute values of absolute errors of the strain in
trusses in comparison with the pure particle magelplotted in Fig. 3.
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Fig. 2 Interpolation with no region of interest (top), two region of interest (bottom). Repnodes
with interpolation elements (black) and particles with interpolated DOF (grey).
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Fig. 3 Absolute strain error of the first interpolation mesh (left) and the second (right).

In the first case, the maximum error is reached tiea top and the bottom of the beam. After
addition of these parts to the regions of intertbst errors almost vanish.
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Bending beam with the notch

The second example is a three-point bending testhefam with the same geometry but containing
a crack. The crack is modeled as a vertical segemmtecting points [20, 0], [20, 5]. Trusses which
intersect the crack are removed. Interpolation megh no region of interest respects the crack
geometry; see Fig. 4 top. The number of unknown D®Feduced from 5974 to 228. The second
interpolation mesh has a significant region ofri@s¢ in the middle; see Fig. 4 bottom. The numlber o
unknown DOF is reduced to 1100. Absolute valuesalmfolute errors of the strain in trusses in
comparison with the pure particle model are plotteBig. 5. The maximum error is reached near the
crack tip. After addition to the region of interetftis error vanishes and other error values athef

order of10~° instead ofl0~%.
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Fig. 4 Interpolation with no region of interest (top), significant region of interest (bottom). Repnodes
with interpolation elements (black) and particles with interpolated DOF (grey).
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Fig. 5 Absolute strain error of the first interpolation mesh with the crack (left) and the second (right).

CONCLUSION

The presented examples have shown that the QC-lnastabd leads to a substantial reduction of
unknown DOF. The error caused by this reduction lmaeffectively reduced by suitably setting the
region of high interest. Finally, a significant glification of the problem can be reached at theepr

of an acceptable error.

FUTURE RESEARCH

Future work will be focused on an extension of tmsthod to 3D. Also, addition of non-elastic
truss interaction is necessary to simulate plégfavior and damage of the material.
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INFLUENCE OF THE CEMENT PASTE WITH FLY ASH
TREATMENT ON THE FRACTURE ENERGY

Barbora MUZIKOVA *!

Abstract: The research solves the issue of the fracture gneafrulation on cement paste beam specimens using
the Hillerborg and Jeng-Shah methods. The reseaotVes the differences between the two methodsffine
of the treatment way on calculation results and¢besequence of adding the fly ash as a binder.althds to

compare all of these effects on value of the fr@c@nergy.

Keywords: fracture energy, treatment, cement paste, noalifieacture mechanic

INTRODUCTION

This research compares two different ways of méaguracture energy on cement past beams

which have different prescriptions and ways ofttremnt.

Replacing cement by fly ash

The fly ash used in this research came from theepg@ant in TuSimice, it is a mixture from three
blocks. The fly ash is added as a binder not jestadfiller to improve characteristics such as
workability of the green cement paste, lower hyidratheat and a higher level of fracture energy.

Other reasons to use fly ash are environmentataadomic reasons. [1]

There were four different prescriptions of the catraste with fly ash marked as R1, R2, R3 and

R4. Their compilations are shown in Tab. 1 Presicnp

Tab. 1 Prescriptions.

Binder %
Filler % Binder % Water—cement ratio
Cement % | Fly ash %
R1 75 25 100 0 0.5
R2 75 25 75 25 0.5
R3 75 25 60 40 0.5
R4 75 25 50 50 0.5

! Bc. Barbora MuZikova, Department of Mechanics,uftgaf Civil Engineering, Czech Technical Univeysi

in Prague, barbora.muzikova@fsv.cvut.cz
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Ways of treatment

There were two ways of treatment, on the air angater bath. The first method is suitable for
air agglutinants which are characteristic for tlaebonation reaction in. They are not elasing in
water. The fly ash, lime and gypsum are exampléie second way was in water bath. This \

supports the hydration reaction in hydration bis— cements, hydration lime. [[3] [4]

Development of linear elastic fracture mechan

The begging of linear elastic fracture mechanicaraund 192-1930 whenGriffith brought the
energetic (global) criterion which describes théaweour of elastic homogeneous materials suc
glass. In the years 1940860 Irwin improved this idea to the local criteri— effective critical stres
intensity factor describing la&stic—plastic homogeneous material for example metald wiitite
dilatability.

The concrete was considered as a brittle matedtite behaviour is more complicated. Crac
pores, inclusions have an important effect ontits la qua<brittle mateial that means that befo
reaching the peak load there is a slight harderfigr reaching the peak load the deformation r
together with decreasing compressive strengthrength in tension. This problem is solved by
nonlinear fracture mechan(NLFM). [5] [6]

Methods of NLFM

There are three methods described in this res+ the Hillerborg's methodf fictitious crack, the
Jeng-Shah's method of two paramet— these two were tested in practicand Bazant’s meth of

size effect, whichequires many specimens of various s
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Fig. 1 Hillerborg's method [7].

The Hillerborg's method

The Hillerborg's method of fictitious crack (markaesM1) was carried on three point bending t
The beam was loadewith constantly rising stre. The loading stresB and the displacement
loading pointd were measured. The notch deay was a half of the height of the specimen. P—

curve was the output of the t — shown in the Fig. 1 and Fig. Btegration of the area below t
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curve was the fracture woW/, it was divided by the area of the new crack arel result was the
fracture energye. [7]

P [N]

Wo= 9,09 Nmm

% = 0,2606
et — — — :

0 5 [mm]

Fig. 2 The P+ curve from Hillerborg's method.

Fig. 3 Real test of Hillerborg's method.

The Jeng—Shah’s method

The Jeng-Shah’s method of two parameters (markédPpss based on measuring crack mouth
opening displacemei@MOD and the loading stress The notch depthy was a third of height of the
beam in this case. TH&MOD was measured by a strain gauge.

The beam was loaded up to 95 % of its peak loadtlel it was unburdened and loaded again.
Due to this cycle of loading and reloading it wasgible to determine the coefficient of compliaince
loading C; and in unburdening, from the c—CMOD curve. If the coefficients of compliance are

known, the critical stress intensity facg can be determined and then the fracture enérdy]
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Fig. 4 Jeng—Shah’s method [7].
RESULTS OF TESTING

Estimated results

There were 94 pcs of beam specimens (size of eaembwas 20x20x100 mm) of fo
prescriptions (one of 24 beams), each one has deefed in half in dependence of the way

treatment (one of 12 beams) and again divided linhdependence of the wa testing.

H Ci=0,000019367 mm/N

DETAIL:
F [N]:CMOD[mm]
1:50 000

Cu=0,000027625 mm/N CMOD
[mm 10°]

Fig. 5 Thec—CMOD curve from Jeng—-Shah's method.

That means there were 6 specimens of the samecbérdstics. It was supposed that the fly
risen the fracture energy but just up to some peage of content, specimens treated in water

tested by Jendgshah’'s method had higher level of fracturergy.
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Fig. 6 The real test of Jeng—Shah’s method.

Results

In the Fig. 7there are shown the results of the testing. Adélingsh as binder hasgood effect on
the fractureenergy, the ideal amount is arounc—40 %. More suitable treatment is in twater,
although these specimens have lower level of fractmergy, but the fracture energy in this ca:
depended on the specific gravity and can ariseksréttere. The methoM1 is easier to apply ar

calculate. It can be done automatically and esults are with high accuracy.
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20.00 ~

10.00 +

0.00 -
R1 R2 R3 R4

Fig. 7 Fracture energy.

The methodVi2 is hard to apply to get results with good accuratysome specimens there w
not measured the coefficients of compliance in uddning because the peak load was rea— such
as atR1 Air M2, there were no useful data measured. The mostriengois the time when tt

unburdening is done it had the main force on thalfiracture energy, which is shown in | 8.
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[kN]

CMOD
[mm]

Fig. 8 Unburdening.

CONCLUSION

To sum up the better solution is to choose theeHithrg's method because the results are measured
with better accuracy. It is also easier to carrytfentesting. Better treatment is in the water biakbal
amount of fly ash is 25-40 %.
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UNIFORM SPACE-FILLING DESIGN OF EXPERIMENTS
IN HYPERSPHERE

Eva MYSAKOVA!, Matéj LEPS?

Abstract: Design of experiments (DoE) is an essential part in engineering analyses, especially in meta-modeling
or probability computations. Although most commonly the design is created in a hypercubical design domain,
there are cases when it is needed or even efficient to use the design domain in a shape of a hypersphere. Therefore
several methods for generation of a random design of experiments in such domains are presented in this contri-
bution. Presented methods employing clustering tools and an algorithm for removal of superfluous points from

overcrowded design are compared in terms of quality of the resulting designs and time requirements.

Keywords: design of experiments, hypersphere, space-filling, uniformity, clustering

INTRODUCTION

A design of experiments (DoE) is a set of (design) points covering the design domain. It creates
an essential part in both physical [1] and computer experimentation, meta-modeling [2], sensitivity
analyses [3] or probability computations [4]. The main goal is to gain maximal information about
the system with a minimal number of evaluations (design points). Therefore it is necessary to focus on
a quality of the design used. The basic requirements lie in space-filling and orthogonality. Many criteria
for design evaluation from both points of view are available, see for example [S5]. Most commonly the
designs of experiments are created in a hypercube. But generation of the designs in domains of different
shapes is also needed. Our contribution [6] proposes several methods for irregular domains and this

contribution concentrates on the hyperspherical domains.

UNIFORM SAMPLING IN HYPERSPHERE

Probably the simplest and intuitive way to generate points in a circle (2D hypersphere) is to repeatedly
generate points in a circumscribed square and exclude those points which lies outside the circle. This

procedure is very simple, since it needs to compute the distances of the points to the centre of the circle

' Ing. Eva Mysakovd, Faculty of Civil Engineering, Czech Technical University in Prague,

eva.mysakova@fsv.cvut.cz

2 doc. Ing. Mat&j Leps, Ph.D., Faculty of Civil Engineering, Czech Technical University in Prague,
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and compare it with the circle radius. Although this method is quick in low dimensions, it becomes
very ineffective when dimension grows as indicated by formulae in Equation 1 for the ratio between the

volume of a hypersphere [7] and a hypercube:

2m> . _.n _ n. Vhypersphere . T2
Vhypercube =a = (QR) 3 Vv = S ip(ny
hypercube 2 n (5)

(1)

n
Vhypersphere =R

where R is the radius of the hypersphere, n denotes the dimension, a is a length of a side of the hypercube
and I' is the gamma function. Figure 1 then shows how rapidly falls the ratio between the volumes with
increasing dimension. This ratio corresponds to probability that the random point lies in the hypersphere.
Simply, for example in 20D, it is necessary to create more than 40 million points in a hypercube to

achieve the probability that at least one of them lies in a hypersphere.

— volume of unit hypérsphe e 10° —V N ]
10° | ___volume of circumscribed | g hypersphere hyperCUb$
[S]
hypercube J E
g -m" === == 25
=) am=" v 50
ED N T £ 10
10 gf
£
>
) ) ) ) 10—100 ) ) ) )
1 20 40 60 80 100 1 20 40 60 80 100
dimension dimension

Fig. 1 Volume of unit hypersphere and circumscribed hypercube (left) and ratio of these volumes (right).

So it is clear that other methods for point generation in a hypersphere are required. Common and

often used method [8] is described by Equation 2:

1 Y

X=Unirm
IY]]2

(2)

In n-dimensional space, when Y is a vector of n normal distributed random numbers, ||Y||2 is its
Euclidean norm and U is a random number from uniform distribution, then X is uniformly distributed
within the hypersphere. In other words, the normally distributed random points are projected on the sur-
face of the hypersphere and then the random radius is simulated by multiplication by n‘" root of the uni-

formly distributed number.

SPACE-FILLING DESIGN OF EXPERIMENTS

The described method provides randomly distributed points in a hypersphere, but it requires a large
number of samples to guarantee that the set is uniform, see Figure 2. Therefore it seems appropriate to

use this quick method for generation of a large set of points and then apply some advanced technique to
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Fig. 2 Set with 100 (left) and 1000 (right) points in 2D.

create the final design of experiments with a reasonable number of points based on this initial set.

Clustering tools

The first method is proposed in [8] and it uses the K -means clustering [9] applied on the large initial
point set. The idea is to find K clusters whose centres represent the final DoE with K design points. As

shown in Figure 3 (left), such design should be uniformly distributed and space-filling.

Removal of superfluous points

The second method was proposed in [10] for regular design domains. It is based on repetitive removal
of points from the intentionally overcrowded initial point set. The points are not removed randomly,
but heuristically. In each iteration the actual closest pair of points is found and one of these points
is removed. This procedure ensures increasing value of Euclidean Maximin distance criterion (EMM)
of the point set in each step. There are two slightly different variants of this method. They differ in
a selection of the point to be removed from the found closest pair. In a variant denoted as removal the
choice is random, in removal _NEW the point whose second shortest distance to other points is smaller is

removed. Resulting design of both variants are shown in 2D in Figure 3 (middle and right).

Fig. 3 Usage of K-means clustering (left), removal (middle) and removal NEW (right) in 2D.

RESULTS

Because of the method nature, the DoEs created by clustering cannot achieve such results in some
metrics as designs created by removal algorithms. It is because the cluster centres are not placed on the

domain boundary. Therefore all resulting designs were spread over the whole domain as illustrated in
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Fig. 4 Spreading of design over whole domain. Legend: black points = original DoE; red point = most
distant point (from centre) shifted on boundary of circle; yellow points = spread DoE.

Figure 4 to provide comparable results. The operation is described in Equation 3:

X

= . i=1,..m, (3)
max || X;]|2

Xspread =

where n is a number of dimensions, X is the original design, max || X;||2 is an Euclidean norm of the

most distant design point and X ;,cqq is the design spread over the domain.

Following criteria were used for comparison of the quality of resulting designs, see e.g. [5]:

criterion Audze-Eglais (AE) e Spearman correlation coefficient (SRCC)
Euclidean Maximin distance (EMM) Kendall correlation coefficient (KRCC)

the largest element of correlation matrix (cc) e condition number (CN)

ML, dicrepancy (ML)

Pearson correlation coefficient (PMCC)

All the criteria are minimized with exception of the Euclidean Maximin distance. For clarity of the

results this criterion is considered with an opposite sign, so it should be minimized as well.

Presented methods for creation of DoE were compared on examples of 2, 3, 10 and 20-dimensional
hyperspheres. The initial sets have 1000, respectively 5000 points and they were reduced to one tenth.
The results represent statistics from 10 runs. Figure 5 shows standardized values of criteria for presented
methods. We can see that in low dimensions the algorithms employing removal outrun the clustering.

Though in higher dimensions the designs created by clustering win in criteria that evaluate correlation.

Another side in which the clustering overplays the removal is time. The time demands of this method
are significantly lower as indicated in Figure 6. But there is no need to use the same number of initial
points for all methods. As we can see in Figure 7, in some cases it is sufficient to use several times lower
number of initial points for removal algorithm. The impact is almost negligible in comparison with
savings on time demands. Thus, proper choice of the initial set size enables comparable time demands

with no cardinal changes in quality distribution of the resulting designs.
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2D, 1000 - 100 p. 3D, 1000 - 100 p.

10D, 1000 - 100 p.

20D, 1000 - 100 p.

2D, 5000 - 500 p. 3D, 5000 - 500 p. 10D, 5000 - 500 p. 20D, 5000 - 500 p.

Fig. 5 Evaluation of designs created by presented methods. Legend: red circles = clustering; cyan
squares = removal; magenta hexagrams = removal NEW.

CONCLUSIONS

The contribution presents several methods for generation of the design of experiments inside a hy-
persphere which plays an important role in many engineering fields. Although the most common design
domain has the shape of hypercube, sometimes it is necessary to create the design in hyperspherical
domains. Methods operating in such domains were compared in terms of quality of the resulting DoEs

and in terms of their time demands.

2D, 1000 100 p.
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g g 04 £ 06 g
= 02 N = 05
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Fig. 6 Time demands of presented methods.
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Fig. 7 Influence of overcrowding level. 10D example, final design with 100 points. Legend: red circles
= clustering; cyan squares = removal; magenta hexagrams = removal NEW.
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52-BAR TRUSS OPTIMIZATION BENCHMARK:
COMPUTATIONAL ENHANCEMENTS

Maté&j LEPS?, Josef NOSEK, Eva POHLIDALOVA 3

Abstract: Structural-sizing optimization needs an enormaosnputational power. Our contribution shows
a progress on a specific benchmark problem. We geepa combination of a reduction trick from an

engineering point of view accompanied with a lasgele distributed computing system.

Keywords: Size optimization, benchmark, 52-bar truss, patgirocessing, BOINC,

INTRODUCTION

Different types of optimization problems occur ingeeering tasks. This contribution is focused
on size optimization of truss bar structures. It ttiscipline the geometry of a structure is fixed
whereas cross-selections of bars can be changedet#il, cross-selection areas are selected from
a prescribed discrete list. Simple at the firstkloth is a complicated combinatorial problem. For
instance, in case of a 10-bar truss with a listl®f cross-sectional areas there arémlﬁossible
combinations. Assuming that each evaluation takadly @00 ms, the evaluations of all possible

combinations will take more than 30 years.

Node For Fert
17 100 kN 200 kN
18 100 kN 200 kN
19 100 kN 200 kN
20 100 kN 200 kN

Tab. 1
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Fig. 1 Tab. 2

This paper focuses on 52-bar truss benchmark profifey. 1) that has been considered previously
by many researchers, see e.g. [1]. Bars are groupé&@ groups, see Table 2. The cross-sectional
areas, as design variables are selected from flewiiog available set of catalog values: 71,613;
90,968; 126,451; 161,29; 198,064; 252,258; 285,8638,225; 388,386; 494,193; 506,451; 641,289;
645,16; 792,256; 816,773; 940; 1008,385; 1045,16851,288; 1283,868; 1374,191; 1535,481;
1690,319; 1696,771; 1858,061; 1890,319; 1993,5419351; 2180,641; 2238,705; 2290,318;
2341,191; 2477,414; 2496,769; 2503,221; 2696,762X575; 2896,768; 2961,284; 3096,768;
3206,445; 3303,219; 3703,218; 4658,055; 5141,9Z5)3215; 5999,998; 6999,986; 7419,34;
8709,66; 8967,724; 9161,272; 9999,98; 10322,56;03(@®4; 12129,008; 12838,684; 14193,52;
14774,164; 15806,42; 17096,74; 18064,48; 19354]%12,86 mm The structure has only one
loading case as is defined in Table 1. Constraanésdefined as maximum and minimum allowed
stresses in each bar limited to 180 MPa. Notettieak are no displacement constrains.

The final goal our research is to get the guarahtgebal optimum of the presented 52 bar truss
optimization benchmark by an enhanced enumeratiethod [2]. Knowledge of guaranteed global
optimum is very useful for comparison and evaluatmf optimization methods. Actually, such
optimum of the 52-bar truss is still unknown. Thaldwing part of this paper present few

enhancements on a path to the goal.
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COMPUTATIONAL ENHANCEMENT

Because the proposed task has extremely large d¢atigmal requirements, we need to find as
much simplifications as possible. First simplifioat was to write a faster algorithm to solve the
structural problem. We have rewritten the algorithera force-based method. The resulting program is
at least two times faster than the previous version

Secondly, we added new constraints based on maxiallowed stresses in several cut of the
structure. The whole procedure will be presentelg on one of these conditions. Suppose that the
overall horizontal force must be transmitted by +wertical bars. Then, we can calculate a minimum
cross-selection area of non-vertical bars that ripeat the the given force.

Particularly, the total horizontal force i#100x4 = 400 kN. A part of a horizontal force from
aligned bars can be calculated in a following way:

Fiot .- total horizontal force
lpar ---lenght of cross bar
n ..number of cross bar
lpar ---lenght of cross bar
A ..cross section of each bar

Omax - maximal stress, tension

Fiot = * Nk A * Oy

bar

Ftot * lbar

—=A
2*N* Opay

Ftot * lbar
2% * Oy

400 * 3.60555 <A
2% 6180000 — ™"
Apmin = 667.6944 mm?
This means a leaning bar cannot have a cross+eelerea lover than 667 minThese additional

= Amin

constraints bring 2.5 times speed up to the predeonptimization problem. Such a speed-up is
significant, however the remaining computationahead is still huge:

m = 6412 = 47 x 1012 .. number of combination without added constrain

n = 648 « 51* = 19 x 102 .. number of combination with added constrain

Actually biggest available computation source for task is a volunteer computing project called
CONVECTOR which started at our faculty a year ago.

CONVECTOR

Convector is based on a middleware BOINC [4] whilan open source middleware based on

a client—server technology. The BOINC project issdth at the U.C. Berkley Space Sciences
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Laboratory and has been funded by the NationalnSei€-oundation since its start in 2002. There are
other projects like “Bayanihan” [5] witch use ubitqus and easy to use technology such as web
browsers and Java. Although the BOINC has morécdlffes from usage point of view, it offers more
possibilities[6]. Actually project CONVECOTOR hasore than 5000 connected hosts, and is still
growing up, see Fig. 2.

Total number of hosts (last manths)

| CONVECTOR
5280

4,780

4280

Number of hosts
B

a boincstals.com

CONCLUSION

This project calculated global optimum of 10 bast. Lot of work has been done on this task, but
computational effort is still huge. Estimated congbonal time is in a matter of years. Actual
supposed time to calculate complete task is apmabely 240 years. So we still looking for new

computational enhancements .
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THE MOISTURE PROPERTIES OF THE BINDER GEL WITH
FLY ASH

Tereza OTCOVSKA!, Pavel PADEVET?

Abstract: Use of fly ash additives has an impact of moestproperties of binder gels (cement paste).The
particular object of interest is capillary actiorf water in the binder gels with different concettitva of fly ash

in the mixture. Fly ash is a waste product produckaing combustion of coal. According to the tyde o
combustion, it produces pulverised coal combus(@C) fly ash or fluidized bedcombustion (FBC) dih.
There are substantial differences among moistuoperties of binder gels with FBC fly ash additieesnpared
with the binder gels with PCC fly ash additives.

Keywords: binder gel, fluidized bed combustion fly ash,veuized coal combustion fly ash, capillary action,

moisture

INTRODUCTION

There are two main arguments why it is reasonablesé fly ash as a binder gel. First, fly ash is a
waste material produced by the combustion of doi@lls, mainly coal. Combustion of coal is one of
the most environmentally unfriendly methods of ggeproduction. Therefore, it makes sense to use
waste materials from the process to the greatéshegossible to at least reduce negative impatts o
environment. Second, the high financial and enémtgnsity of cement production creates a demand
for the substitution of cement in the binder gethwalternative binders. To some extent, fly ashiccou

play this role [1, 2].

The examination of material qualities of binder @éh the addition of fly ash and long-term
testing of those qualities could bring a new pertpe on this waste material and allow its more
intense use in civil engineering. We focused onntioésture properties of binder gels with additidn o
fly ash from fluidized bed combustion (FBC) in tlaidicle. We also compared moisture properties of

binder gels with FBC fly ash with the pulverisecacoombustion (PCC) fly ash.

Yng.Tereza Otcovska, Department of Mechanics, FaailCivil Engineering, Czech Technical University

Prague, tereza.otcovska@fsv.cvut.cz
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BASIC TYPES AND PROPERTIES OF FLY ASHES

There are two basic types of fly ash divided bydi&erent methods of coal combustion in which

they were produced: pulverised coal combustion (PiGCash and fluidized bed combustion (FBC)
fly ash.

Pulverised coal combustion (PCC) fly ash is creatdemperatures above 1100 °C. The final
properties of binder gel are affected primarily the shape of a grain and by granulometry
composition. The particles of the PCC fly ash atlt-¢éhaped and they have a smooth surface in most

cases. PCC fly ashes therefore do not decreasgqutiity of final product — on the contrary, they
sometimes even improve it. [3]

Fluidized bed combustion (FBC) fly ash is createtemperatures between 795 °C to 1025°C in
the fluid bed (in which there is coal surrounded ibgrt particles stabilizing the process of
combustion). This method of combustion is less mmvnental damaging (because of lower
emissions). On the other hand, the typical FBCafih has a multi-layer structure and has a large

relative surface, which has negative effects orgtradity of the final product. [3]

BINDER GELS WITH FLY ASH ADDITIVE AND THEIR PRODUCT ION

There is a difference in the production of cemeaste with FBC fly ash additive compared with
the production of cement paste with the PCC fly adtlitive or cement paste with the cement binder

only. The highly porous nature of the FBC ash figiain requires higher consumption of the mixing
water, i.e. using of higher water coefficient.

Tab. 1 Composition of the binder gels

Set Water coefficient [-] %?ig‘e”t and fly ash
A 0.4 Cement only

B 0.6 65.7/34.3

C 0.7 50/50

D 0.9 30/70

E 0.95 10/90

F 0.4 50/50

G 0.4 60/40

During the experiment (conducted by our team) 5 sétbinder gel were created with different
concentration of FBC fly ash in the mixture (sets¢cAE) and 2 sets of binder gel with different
concentrations of PCC fly ash (sets F and G). Htie between cement and fly ash in the mixture
were 100/0, 65.7/34.3, 50/50, 30/70, 10/90 in ecddeBC fly ash and 50/50 and 60/40 in case of PCC
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fly ash. The figure in front of the back slash esg@nts weight content of the cement and the figure
behind back slash represents weight content diiytesh. The water coefficient was referenced ® th
100 % content of cement in the binder, i.e. it espnts ratio of the weight of the water to the Wweig
of the binder in the mixture. It was necessaryde a higher volume of the mixing water because of
high porousness of the FBC fly ash. This meanswuhi#t the increasing content of fly ash the water
coefficient raised consequently. The final composibf the binder gels is recorded in the tablex(Ta
1).

The test objects of cuboid shape with a crossaegrofile 40 to 40 mm and height of 160 mm
were created for every set. Test objects were reth@om the forms approximately after 48 hours of
solidification and they were assigned with a letterespective set and with a number. One halhef t
test objects with fly ash additive were impregndtgahemical injection. Objects of sets E and B. (i.
bodies with highest content of the FBC fly ashjrdegrated during the process of impregnation. All
objects with the PCC fly ash additive were imprdgdatoo.

Afterwards, the sides of all objects were paintéth wpoxide coating, but their bases were left
uncovered (See Fig. 1). The epoxide coating hag¢are one-directional spreading of the moisture in
the object only and simultaneously to prevent otntd the objects with water other than on their

bases.

The objects with epoxide coating were loaded irgbotatory dryer Memmert and dried at
temperature of 105 °C until their moisture contemése equal to zero. It was possible to start with

experimental measuring immediately afterwards.

180 mm

Lower base

Fig. 1 Sketch of the test object
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MEASURING OF THE CAPILLARY ACTION OF WATER IN THE B INDER GELS AND
EVALUATION OF MEASURED DATA

The objects, after having been dried, were weigaed placed in a specially designed water
container in which their bases were dipped forciybof their height. It means that surface of théewa
in the container was maintained at a constant |évalater container with the test objects was place
in the air-conditioned testing chamber WKL for 58/d.

We chose a moisture content defined by Formula & physical quantity to compare capillary
action of different sets of test objects. Measumrnad the weighting of test objects were performed
while they were in an air-conditioned chamber anthis way an increase in the weight of the objects
was observed. Final figures of moisture contenbari-impregnated test objects are displayed in the
chart (Fig. 2) and summarized in the table (Table 2

u=m%57"5.100%=2—’:.100%[%] (1)
The obvious outcome of this experiment is thatitgbdf water to capillary action tested material
increases in correlation with an increase in thetex@ of FBC fly ash in the mixture. The water
content in set B (with 34.3 % content of FBC flyhas binder) was 1.7 times higher than in set A
(with 0 % of FBC fly ash in binder). In set E (w0 % of FBC fly ash in the binder) it was even 5.5

times more than in set A. It is evident that theact of the presence of FBC fly ash to capillatyosc
is substantial.

Moisture content of non-impregnated test
objects

©
o

(0]
o

o

o

o

o

Moisture content [%]
N W -lo> ga o =~

o

=
N
/vl
_—

oL

o 5
W/
_

A (Cement only) B (34,3 % of fl.f.a.) C (50 % of faf) D (70 % of fl.f.a.) E (90 % of fl.f.a.)
Sets of test objects

Fig. 2 Final values of moisture content of non-iegmated test objects
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Tab. 2 Final values of moisture content of non-iegprated test objects

Set Soatfien ] oot Y Type of fly ash | i0d O cr;%snfefm[%]
A 0.4 Cement only - 14.31
B 0.6 65.7/34.3 FBC 25.24
C 0.7 50/50 FBC 32.97
D 0.9 30/70 FBC 61.52
E 0.95 10/90 FBC 78.09

The final values of moisture content of impregnaest objects are displayed in chart (Fig. 3) and
summarized in table (Table 3). It is evident tha moisture properties of binder gels with PCC fly
ash additive are far more beneficial than that edf gvith FBC fly ash. According to literature, the
PCC fly ash in the mixture could improve featuréshe binder gel; however, the use of FBC fly ash
has quite the opposite effecs, [4]. It is probably the main reason why we discovetegger

differences of moisture content among test objefts higher content of fly ash in the mixture (sBts

and G), than among those with lower content o in the mixture (sets C and F).

w
o

Moisture content of test objects

2451

N
(€3]

Moisture content [%]
'_\
(6}

B, G (fly ash= 40 %)

Sets of test objects

- 1

C, F (fly ash = 50 %)

Fluid fly ash
OHigh temperature fly ash

Fig. 3 Final values of moisture content of imprefgubtest objects
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Tab. 3 Final values of moisture content of impragdaest objects

Set Satient H oo Y Type of fly ash | i0d TAUES O (%]
B 0.6 65.7/34.3 FBC 2451

G 04 60/40 PCC 1.81

C 0.7 50/50 FBC 20.94

F 04 50/50 PCC 3.2

CONCLUSION

The presence and concentration of FBC fly ash asmreapillary action of water in the binder gel.
Therefore, we conclude that FBC fly ash detericrat@oisture properties of binder gels. This
conclusion however could not exclude limited usehef FBC fly ash, not least because of economic

and environmental advantages of such use.

Our experimental research of moisture propertidsrader gels with fly ash additive concluded that
while the presence of FBC fly ash has negative atgpan moisture properties, the presence of PCC
fly ash has the opposite effect (i.e. it improvessture properties of the gel).
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ON INVERSE FORMULATION OF RELIABILITY-BASED
DESIGN OPTIMIZATION

Adéla POSPISILOVA'

Abstract: A multi-objective Reliability-based design optimization (RBDO) deals with a search for a set of trade-off
solutions with a minimum costs and the maximum reliability of the structure. A performance measure, as a differ-
ence between the value of the limit state function and the zero level, is constant in the classical RBDO formulation.
From a different point of view, some tasks require a fixed reliability but searching for the compromising solutions for
the minimization of costs and maximization of the performance measure to find the most advantageous solutions.
This task is called an inverse Reliability-based design optimization (iIRBDO) and is formulated in a multi-objective

sense in this contribution. To evaluate the performance measure, an inverse Monte Carlo is employed.

Keywords: Reliability-based design optimization, inverse reliability-based design optimization, Monte Carlo sim-

ulations, multi-objective optimization, structural safety

INTRODUCTION

Optimization and search methodologies have become very popular for making products more de-
sirable. The shape of a structure, the amount of reinforcement, the cross-sections, sheet thicknesses,
design of the concrete mixture, and many other properties can be optimized [1, 2, 3, 4]. Nowadays, it
has become apparent that the optimization with deterministic variables is not sufficient enough due to
the uncertainties in a material, a construction, loading etc. The deterministic optimization techniques
can often lead to the unacceptable results [S]. Yao et al. [6] define the uncertainty as the incompleteness
in knowledge and the inherent variability of the system and its environment. The parameter uncertainties
are then associated with input data; the structural uncertainties express that the model need not clearly
describe the physics of the problem [7]. Uncertainties can be represented by means of interval bounds
that is the vaguest definition; by membership functions which are used in fuzzy logic approaches; or by

probability density functions that provide the best description of uncertainty [7].

The optimal design provides a small probability of failure assuming that structural economy and
the system variability to unexpected variations is reduced. These requirements divide the optimization

under uncertainty into two big branches [5]. The economical design with large safety is provided by

' Ing. Adéla Pospisilovd, Faculty of Civil Engineering, Czech Technical University in Prague,
adela.pospisilova@fsv.cvut.cz
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the Reliability-based design optimization (sometimes referred just as the Reliability-based optimization)
concentrating on worse-case scenarios that occur only in extreme events. The everyday fluctuations
are covered in the Robust design optimization that minimizes the price as well as sensitivity to small
changes in loading, structural parameters, geometry, etc. Schuéller and Jensen [8] include the third
branch of optimization under uncertainty - model updating and system identification. The goal is to

reduce the discrepancies which arise when the model prediction is compared with the test data [8].

A classical formulation of the single-objective Reliability-based design optimization (RBDO) mini-
mizes the objective cost function (e.g. a structure weight, benefits, construction costs or expected lifetime
costs etc.) with respect to deterministic constraints as well as probabilistic constraints evaluating a prob-
ability of failure. This formulation requires a definition of the maximum allowable probability of failure.
Within the single-objective optimization, the bound for the minimum reliability has to be set up to the
required value because the single-objective optimization usually terminates at the boundary of the con-
straint function dividing the space into the feasible and unfeasible domain. Sometimes, it is not clear,
how restrictive the bound value should be. Therefore, it is beneficial to reformulate the single-objective
formulation into the multi-objective optimization with the cost function as the first objective and the
reliability (or a probability of failure) as the second objective [9] to obtain the final set of the compro-
mising solutions called Pareto-front. Subsequently, the expert chooses the most beneficial solution from

the final set.

The multi-objective Reliability-based design optimization task is defined as

{dneiﬂr)% c(d) (1)

min  pr(X,d) (2)
subject to H;(d)<0,i=1,...,n (3)
pE™ < pp(X,d) < ppe (4)

zZ = const. (3)

The first line represents minimization of costs C(d), where d is a vector containing design variables
(usually means of some random variables) and ID is a domain for the choice of the vector d. The second
line corresponds to the minimization of the probability of failure pp(X, d), where matrix X contains
a set of random variables. The objective space can be constrained by the deterministic functions H;(d),
where the number of constraint ¢ is from 1 to n.. The probability of failure pr (X, d) can be constrained

as well to obtain more realistic solutions, in which the lower bounding by p},”m eliminates solutions with
unattainable probabilities of failure and the upper bounding by p®* provides solutions safe enough.

The probability of failure for a given threshold value Z (called a performance measure) in n-dimensional

122



Nano and Macro Mechanics 2014 Faculty of Civil Engineering, CTU in Prague, 2014, 18" September

space of random variables X; ... X, is

py(X, d) = Probg(X) < 7] = / . / fx(x)dx = Fy(2), (6)
9(X)<z

where fx(x) is a joint probability distribution function and ¢g(X) < z denotes the failure domain. Fx(Zz)

signifies the cumulative distribution function evaluated at the prescribed threshold value Z.

The inverse task to RBDO can be formulated to obtain solutions with a prescribed probability of fail-
ure but maximizing the performance measure and still minimizing costs. This contribution formulates
this inverse Reliability-based design optimization (iIRBDO) task and shows the methodology on a clas-
sical benchmark for evaluating the reliability assessment as well as for the RBDO problems. The overall
structure of this paper takes the form of four sections, including this introductory section. Section Two
begins by laying out the inverse Reliability-based design optimization concepts. The third chapter is
concerned with the application of the methodology on the 23-bar truss structure. The final section draws

upon the entire paper and concludes this contribution.

INVERSE RELIABILITY-BASED DESIGN OPTIMIZATION

As being said, the goal of a Reliability-based design optimization is to find Pareto-front of trade-
off solutions taking into account the reliability of the structure (or probability of failure) and costs (or
volume, weight of the structure etc.). Pareto-front of the RBDO problem can be understood as a plane
two-dimensional cut of the three-dimensional general reliability optimization task with reliability, costs
and performance measures as three criteria depicted in Figure 1. The performance measure is set to

a given constant value during the whole optimization task. The ideal solution would be the one with the

reliability (e.g. py)

by
2 |
le) |
o I
|
°
O
o |
0|
OI . o
2s costs C : 00
So_ _________ - >
e ideal point
A/// S 600 eal po
e c

}/performance measure 2

Fig. I Reliability-based design optimization: Pareto-front as a two-dimensional cut in general reliability
optimization problem. The performance measure is set to a given value Z.
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Fig. 2 Inverse Reliability-based design optimization: Pareto-front as a two-dimensional cut in general
reliability optimization problem. The probability of failure is set to a given value py.

minimum costs and the minimum probability of failure as depicted in Figure 1, however, this solution
does not exist because two optimized criteria are antagonistic. Instead of it, the set with compromising

solutions (Pareto-front) is located with a condition to be as closest as possible to the ideal point.

The inverse task is to fix a probability of failure to a given fixed value p; and to find Pareto-front of
costs and performance measures, see Figure 2. We call this problem an inverse Reliability-based design
optimization. The costs should be as cheapest as possible, the minimization is used for this criterion.
A performance measure is understood as a reserve between the value of the limit state function and the
limit state when the failure occurs. If two solutions with a constant probability of failure, a constant
cost and different values of performance measures are compared, the performance measure (a reserve)
is preferred to be the greatest. Thus, the performance measure criterion is maximized. Figure 2 shows
a non-existent ideal point and Pareto-front that is the better the closer is to the virtual ideal point. Inverse

Reliability-based design optimization is mathematically formulated as

min  C(d) (7)
réleé%: z(X,d) (8)
subject to Hi(d)<0,i=1,...,n (9)
2N < (X, d) < 2T (10)

Dy = const. (11)

The first line is again minimization of costs C'(d), the second line corresponds to the maximization of
the performance function z(X, d). The objective space can be constrained by deterministic constraints
min

max

H;(d) and by limitation the performance measure z(X, d) from below 2™ and from above =z

Evaluation of the performance measure is an inverse task to evaluation of the probability of failure.
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A crude Monte Carlo simulation is the most robust simulation method for a probability of failure assess-
ment, which generates samples as pseudorandom numbers from a given distribution and assesses how
many samples felt into the failure domain. It computes the integral over the failure domain defined in

Equation 6 as

Y Ie(x®) = % (12)

The indicator function I5(-) is equal to 1 if the k™ realization x of m total samples is in the failure
region and zero otherwise. An unbiased estimate of the probability of failure ps is approximately equal
to the ratio between a number of the samples in the failure domain n; and a number of all samples m.
The inverse problem to Equation 6 is gaining the performance measure z for the prescribed probability

of failure py. The number of samples in the failure domain is therefore from Equation 12
ng =py-m. (13)

The m number of samples are evaluated by the performance function ¢(X) and are sorted in ascending
order according to the g(X). The performance measure z is then approximately equal to the value of the
performance function of solution with the rank n ¢ in sorted Monte Carlo population. The whole routine

is depicted in Figure 3.

Monte Carlo values of
population performance
function
g(x (1) -
X0 | S 0] g e
X2 o g(z) § g(758)
X® g® _‘E (569)
: AE | :
. o :
g(x (k) (* ,m)th sample
i k 20 pfem by p
X g( ) :5 g(pf ) - performance function
: S .
' g(x(m) g
X (m) g™ e g(499) 2~ gPrm)

Fig. 3 The scheme of inverse Crude Monte Carlo simulation method for obtaining a performance mea-
sure 2.

RESULTS ON 23-BAR TRUSS STRUCTURE

The 23-bar planar truss bridge benchmark with a probabilistic description of the problem was firstly
published in [10]. Subsequently, a single-objective optimization problem was defined in [11]. A topol-
ogy is depicted in Figure 4 on the left. Truss bars are divided into two groups; the upper chord and the
lower chord are contained in the first group; the diagonals creates the second group. Young’s moduli

and cross-sections are normally distributed variables; loadings are random variables with Gumbel dis-
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Variable Distribution Mean St. dev.
FEq, Es Pa | Lognormal |2.1-10 |2.1-10'
Ay m? | Lognormal LAl 2.1074
Ag m? | Lognormal LLA2 1-107*
4 3
’ 6x4m — 24 m ) P,...,P| N Gumbel 5-10 7.5-10
A 71

Fig. 4 A 23-bar plane truss bridge.

tribution, see Figure 4 on the right. The design rule in this task is that the mid-span displacement should

not exceed wmax = 10 cm, mathematically expressed
G(X) = Wmax — ‘wl(x”a (]4)

G (x) greater than or equal to a performance measure z denotes safety of the system, G(x) lesser than
the performance measure z indicates failure. Note, that the performance measure is equal to zero in the

original formulation.

The probability of failure in inverse RBDO task was set to the pr = 1.15376 - 10~3 which is ap-

proximately comparable to the reliability index equal to 3 from the original benchmark formulation.

Objective space
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)
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Fig. 5 All generations of the NSGA-II depicted in the design space (left) and in the objective space
(right). The initial population is depicted by the pluses for feasible solutions and by squares for the
unfeasible solutions. Circles represent admissible solutions with performance measures greater than
zero. The grey cross represents the optimal solution presented in [11].
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All generations obtained by the Non-dominated Sorting Genetic Algorithm II (NSGA-II)? are depicted
in Figure 5. To get more meaningful solutions, Pareto-front was constrained in the performance measure
criterion from below to zero because the negative reserve is nonsense in this example (the displacement
should not exceed 10 cm). The single-objective optimum for RBDO published in [11] was used to
validate the results for inverse RBDO. This optimum should be lying on the final front. The optimal
single-objective design vector d = [2.53 - 1073,8.13 - 10~%] m? was used to calculate a probability
of failure pr = 1.15376 - 10~3 by the crude Monte Carlo simulation utilizing 10® Halton sequences
samples for a high accuracy. The performance measure was fixed to zero as in the original benchmark
formulation. This optimum was recomputed by the inverse Monte Carlo simulation to get back the per-
formance measure. The measure is equal to —5.31 - 1075 which is approximately zero as expected since

the probabilistic constraint is the active constraint.

CONCLUSIONS

The purpose of the current contribution was to formulate the inverse task to Reliability-based design
optimization. We proceeded from the multi-objective formulation [9] that was extended into the three-
criteria reliability optimization task to minimize costs, minimize probabilities of failure and maximize
performance measures. The RBDO is thereafter a planar cut with a fixed performance measure. The
inverse Reliability-based design optimization fixates the probability of failure and it is thereafter a planar
cut with minimizing costs and maximizing performance measures. Since those two criteria are antago-
nistic, the final Pareto-front of trade-off solutions is necessary to obtain by a multi-objective optimizer.
The Non-Dominated Sorting Genetic Algorithm II is fast and efficient for a low number of criteria and

therefore is beneficial for this task.

The formulated optimization was implemented and tested on well-known 23-bar truss benchmark that
is used for the reliability assessment as well as for the RBDO problems frequently. The multi-objective
RBDO task [9] was reformulated to the inverse RBDO problem and the final Pareto-front was obtained.
The single-objective optimum [11] was utilized for the validation of multi-objective results because the
final Pareto-fronts of the RBDO task and the iRBDO task are intersecting exactly in this single-objective

optimum.

? The NSGA-II was set to 50 individuals in each generation and totally 12 generations. A probability of mutation
is set to 0.1, a probability of cross-over is equal to 0.9 and a probability of selection to 0.9 as well.
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COMPARISON OF ADVANCED SIMULATION TECHNIQUES
FOR RELIABILITY ASSESSMENT

Adéla POSPISILOVA!, Matéj LEPS?

Abstract: A crude Monte Carlo simulation is a robust method for all types of reliability problems, however, it is
time consuming especially for low failure probabilities that are frequent in civil engineering designs. Nowadays,
advanced simulation techniques such as Importance sampling or Asymptotic sampling are quite popular for re-
ducing the computational efforts. In this contribution, the comparison of several methods is shown on illustrative

examples.

Keywords: Reliability, Monte Carlo simulation, Asymptotic sampling, Importance sampling, First order reliability

method

INTRODUCTION

A probability of failure in an n-dimensional space of random variables X ... X, is computed as

pr = Problg(X) < 0] = / . / fx(x)dx, (1)
(X)<0

where fx (x) is a joint probability distribution function, g(-) stands for a limit state function and g(X) < 0
denotes the failure domain. The exact solution can be computed analytically only for a special type of
problems (by Gauss quadrature approaches, Laplace approximation approaches, etc.). For better scaling
purposes, the approximate general reliability index S is computed from the pr as an inverse cumulative

distribution function of the standard normal distribution 5 = ®~(1 — pr).

Analytical approximation techniques such as a First-order reliability method (FORM) or a Second-
order reliability method (SORM) and simulation techniques such as crude Monte Carlo (MC) and vari-
ance reduction techniques are commonly used. FORM [1, 2, 3] is very often preferred for its speed

and only few necessary evaluations of the g-function (KX - (n 4+ 1) g-function calls for forward and
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backward difference formula where K is a number of iterations to find a design point and n is a number
of variables, K - (2n + 1) calls for central difference formula) which is usually computationally the most
expensive part. The drawback is that the obtained probability of failure is inaccurate in case of high
non-linearity in the vicinity of the design point. SORM [1] utilizing second order derivatives is more
precise because it substitutes the limit state function with the second-order approximation surface but
also computationally more expensive for second derivatives utilization; nevertheless, Breitung [4] and

others [1] developed a second-order correction formula that decreases computational expenses.

Simulation techniques are utilized either in case that analytical approximation techniques are insuf-
ficient for large number of variables or for highly non-linear systems. The most robust method is a
Monte Carlo simulation, however, it is computationally expensive. The variance reduction techniques
such as importance sampling [5], directional sampling [6], subset simulation [7], line sampling [8] or
asymptotic sampling [9] have been recently introduced for structural reliability problems. Importance
sampling samples from an importance sampling distribution instead of the original distribution and the
ratio of those two distributions is used to scale the probability of failure. Directional sampling uses
generation of uniformly distributed direction vectors and performs a one-dimensional integration along
each direction. Subset simulation formulates the small py as a product of larger conditional probabilities
obtained by Markov Chain Monte Carlo method. Line sampling converts multi-dimensional problems in
a standard normal space into the several conditional one-dimensional problems that are easier to solve.
Asymptotic sampling takes advantage of the asymptotic behaviour of the probability of failure and scales

random variables over the standard deviation to get more samples from the failure domain.

This paper investigates the usefulness of advanced simulation methods with comparison to the crude
Monte Carlo simulation and FORM. The overall structure of the study takes the form of four chapters,
including this introductory chapter. The second chapter is concerned with the brief description of Monte
Carlo simulation, FORM, Importance sampling and Asymptotic sampling. Chapter Three presents re-
sults and comparison of the named methods on testing examples. Finally, the conclusion in the last

chapter gives a brief summary and critique of the findings.

METHODOLOGIES

Crude Monte Carlo

A probability of failure in Equation 1 is possible to be rewritten as an expected value
oo o0
pr = / / I4(x) fx (x)dx, (2)
—00 —00

where /,(x) is an indicator function that is equal to one for a failure domain g(x) < 0 and zero other-

wise. Simulation methods generate samples as pseudo-random or quasi-random numbers from a given
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distribution and assess how many samples felt into the failure domain. The ratio between failures n ¢

and a number of all samples m denotes the unbiased estimator for probability of failure which is
pra LS ey = 4 (3)
m — m’

There are several possibilities for the sampling schemes, from general pseudo-random generators, over
Latin Hypercube Sampling, to quasi-random numbers as Halton sequences and Sobol sequences. We
found that the best ratio between the quality of the Design of Experiment and overall time is provided

by Halton sequences, see e.g. [11].

The coefficient of variation C.0.V. of the approximated probability of failure can be used to estimate

the quality of the result

1—- 1
C.O.V.]V[C = 0']7\/[0 ~ PF ~ \/ (4)
pPF m-pr

m-pr

pp—)O

where o,7¢ is a standard deviation of the Monte Carlo results. The variance of the Monte Carlo results
0]2\/[0 depends on the number of samples (the lower variance, the better). For a common pseudo-random
generator, the number of samples is very high to obtain a precise approximation of pr. A common rule
of thumb recommends a number of samples from 10/pr (C.0.V. approx. 32%) over 100/pg (C.0.V.
approx. 10%) up to 500/pp samples (C.o0.V. approx. 5%). Note, that the number of samples is not

dependent on a number of variables but only on the probability of failure.

Importance Sampling

The number of samples necessary for a failure probability estimation by Monte Carlo grows quadrat-
ically for linearly decreasing probability of failure. Therefore, the advanced simulation techniques are
introduced. Importance sampling (abbrev. IS, also referred as weighted sampling) is one of them. IS
samples from a different distribution called importance sampling distribution (ISD). The goal is to sam-
ple in the important region to get more knowledge about interesting areas. In the best case of ISD choice,
samples are located close to the failure region. For obtaining the approximated probability of failure,
the weighting factor, which is the ratio of the original PDF fx(v) and the importance sampling PDF

hv (v), is used to scale the indicator function I,(v)

[e.e] o0

pPr = / / Ig(v)}']:)\iitifx(v)dx% IZ fX(V)[g(V)_ (5)

The importance sampling probability density function hv (v) has to be picked very carefully. With very

poor choice of hy (v), the importance sampling can be more costly than classical Monte Carlo.
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It is obvious from

1 1 &K fx(v)?
e m;hv(v)ng(v)_pQF (6)

that optimal sampling density is

Iy(v). (7)

Unfortunately, this distribution requires the knowledge of the probability of failure. Several strategies to
obtain importance sampling density are presented in the literature, namely approaches based on kernel

density estimators or design points found by e.g. FORM [12] which is used in this contribution.

First Order Reliability Method (FORM)

A First Order Reliability Method (FORM) [13] is an analytical approximation method working on
transforming the original space (OS) to the standard normal space (SNS) and substituting the limit state
function for a hyperplane in the design point u*. The approximation of the reliability index Sror .y is the
shortest distance from the origin of SNS to the design point lying on the limit state surface. The design
point can be found by the optimization task u* = min (vuZu) subject to g(Tsns—o0s(u)) = 0. e.g.
by Hasofer-Lind-Rackwitz-Fiessler (HLRF) algorithm [14] that converges in few steps in most cases,

however, this optimization algorithm does not guarantee the global optimum solution.

Asymptotic sampling

An Asymptotic sampling is a relatively novel methodology that predicts a reliability index from an
asymptotic behaviour of the probability of failure in an n-dimensional i.i.d normal space [9, 10]. A prin-
cipal idea is to sequentially scale random variables over the standard deviation o to get more samples
from a failure domain. The reliability index of the problem with original distributions is obtained by an

approximation of the asymptotic behaviour given by

B

where ¢ denotes a scale factor that is expressed as ¢ = % Equation (8) can be written in a terms of
a scaled reliability index for better fitting purposes. Coefficients A and B are obtained by a regression

analysis through several so called support points.

Each support point represents a MC estimate of the reliability index for a specific scale factor . The
number of samples for one MC simulation m with the same o’s is determined in advance as well as the
number of necessary samples belonging to the failure domain Ny and the decrease coefficient , for
the factor (. If the number of failures is higher than Ny, the reliability index (; and the corresponding
factor ¢; are stored as one support point. In other case the factor ¢ is decreased. After gathering

a sufficient number of support points K, the procedure is stopped and coefficients A and B are obtained
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Tab. 1 2D examples.

Example No. | type limit state function note

1 linear g(x) = 50x1 — 10022 + 250

2 convex g(x) = 0.1(x% + 23 — 2x179) — % +25

3 concave g(x) = —0.5(z% + 23 — 2z129) — %\@“ +3

4 . g1(x) = —x1 — 2 + 3v2 series system

linear system
5 g2(x) = —x2+3 parallel system
_ 2

g1(x) =3+ B

6 non-linear system g2(x) =3+ (“ISC 2Ly 301\}%3 2 series system
gg(X) =2 T2 + \45
94(x) = x2 — 71 + /2

through curve fitting. Summation of A and B then represents an estimated reliability index 545 for

unscaled random variables as an extrapolation of ¢ equal to 1.

BENCHMARKS

Several examples utilizing mathematical functions as well as physical models were chosen to demon-
strate the behaviour of briefly summarized methodologies above. We use crude Monte Carlo simulation
utilizing Halton quasi-random sequences with C.0.V. equal to 10% and 1%, then we find a design point
by FORM and evaluate the probability of failure for it. The design point is thereafter used to shift the
original sampling density for the Importance sampling and the last results belong to the Asymptotic

sampling.

Example 1-6: 2D mathematical examples

We start with simple examples that are listed in Table 1. Random variables X and X5 have standard
normal distribution. Graphical illustrations of all methods for all 2D examples are depicted in Figure 2.

The results and some statistics are in Table 2.

‘ M,

Fig. 1 A short column under oblique bending.
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Variable Distribution Mean St. dev.
|
T o My N.mm | Lognormal | 2.5-10% | 7.5-107
| X
R g M, N.mm | Lognormal |1.25-108 |3.75-107
\ My
y/ iy -~ — X F N Lognormal | 2.5-10° 5-10°
P [mm] 00 Pa Lognormal | 5-10% 4-103
Z
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Fig. 2 2D examples (Example 1 - 6). Each column is dedicated to a specific method, each row
to a different example. The highlighted contour is a limit state contour (g(x) = 0). In MC
and IS as well, grey dots are used for samples in a safe domain, black for samples in a failure
domain. In FORM, the dashed line is the search path of HLRF or active-set algorithm, which
is used only in case that HLRF was not able to find any optimum. The dash-and-dot line is for
the B distance from the SNS origin. In AS, all incremental generations are depicted by lighter
dots in which the darkest population is the initial one.

Example 7: A short column under oblique bending

A short column under axial loading F' and bi-axial bending M; and M as depicted in Figure 1 on

the left is considered. The column has a rectangular cross-section with width b equal to 625 mm and

height h equal to 314 mm; those dimensions are overtaken from optimization in [16]. Geometrically and

physically linear behaviour is assumed.

The collapse of the structure occurs with the ultimate plastic state. Thus, the reliability of the column
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Tab. 2 Results for 2D examples 1 - 6. DP is an abbreviation for a design point, in case of two design
points, one is randomly chosen for IS. The number of g-function calls (no. g-calls) is the same as a
number of sampling points in simulation techniques, however it differs from the number of iterations
in FORM due to necessity of evaluations the derivatives. Oprp is used for relative error where MC
with C.0.V. equal to 1% is considered as the true value of a quantity. The positive dpg represents
overestimation and negative §pp underestimation the probability of failure pr.

Example 1 | Example 2 | Example 3 | Example 4 | Example 5 | Example 6
Pf.MC 1.23-1072 | 4.17-1072 | 1.05-10"! | 2.33-1073 | 2.38-10"% | 2.31-1073
§ C.0.V. 10.0% 10.0% 9.2% 9.8% 10.0% 9.8%
dpF -3.29% -0.95% 0.64% -3.91% -0.04% 3.95%
no. g-calls 8103 2.4-10% 1-103 4.3 -10% 4.2-10° 4.5-10%
PfMC 1.27-1072 | 4.21-1073 | 1.04-107! | 2.43-1073 | 2.38-107% | 2.22-1073
§ C.0.V. 1.00% 1.00% 1.00% 0.98% 1.00% 0.99%
no. g-calls | 7.8-10° 2.4-10° 8.6-10% 4.2 -10° 4.2-107 4.5-10°
prrory | 1.27-1072 | 6.21-107% | 4.86-1072 | 1.35-1073 | 5.83-107* | 1.35-1073
DP;: u; -1 1.7678 -0.7645 0 1.2427 -2.1213
DP;: uy 2 1.7678 1.4716 3 3 -2.1213
s | DPy:uy - - 1.4716 2.1213 - 2.1213
% | DPs:uy - - -0.7645 2.1213 - 2.1213
= Spr 0.06% 47.61% -53.39% -44.38% 144.65% -39.28%
alg. HLRF HLRF HLRF HLRF active-set active-set
no. g-calls 10 10 30 10 202 21
Epsrs | 1.25-1072 | 4.22-1073 | 9.88-1072 | 2.48-1073 | 2.39-107* | 1.19- 1073
w| CoV. 1.08% 0.98% 0.99% 0.94% 0.99% 0.90%
. Spr -1.25% 0.25% -5.27% 2.31% 0.15% -46.42%
no. g-calls | 1.5-10° 3103 6.9 - 10% 2.5-10% 4-103 6.6 - 10
Epsas | 1.46-1072 | 4.52-1073 | 1.46-10~! | 3.06-1073 | 1.24-10~* | 2.38 1073
wnl CoV. 3.84% 7.46% 6.68% 6.97% 12.92% 8.62%
< Spr 14.95% 7.39% 39.46% 25.90% -48.04% 6.90%
no. g-calls | 1.13-10* | 1.13-10% 1.1-10% 1.23-10* | 1.43-10* | 1.13-10%
can be defined by the limit state function
2
900 =1 = o = < o 0) , (9)

bh2oy  b2hoy

in which o is the yield stress. The axial force F', bending moments M; and M> and yield stress og

are statistically independent lognormal random variables with given means and coefficients of variation

listed in Figure 1 on the right. Results and statistics are presented in Table 3.

Example 8: A 23-bar truss

The 23-bar planar truss bridge benchmark with a probabilistic description of the problem was firstly

published in [17]. A topology is depicted in Figure 3 on the left. Truss bars are divided into two
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Variable Distribution | Mean St. dev.

FEq, By Pa | Lognormal |2.1-10 |2.1-10'

Ay m? | Lognormal | 2-1073 | 2-1074

Ao m? | Lognormal | 1-1073 | 1.10~%

) 634 m — 24 m ) Pi,...,Ps| N | Gumbel 5-10* | 7.5-10°
A /1

Fig. 3 A 23-bar plane truss bridge.

groups; the upper chord and the lower chord are contained in the first group; the diagonals creates
the second group. Young’s moduli and cross-sections are normally distributed variables; loadings are
random variables with Gumbel distribution, see Figure 3 on the right. The design rule in this task is that
the mid-span displacement should not exceed wpy.x = 10 cm, mathematically expressed

9(X) = Wmax — |w1(x)]; (10)

g(x) greater than or equal to zero denotes safety of the system, G (x) lesser than zero indicates failure.

All methods were used again to obtain the probability of failure and the results as well as statistics

are summarized in Table 4.

CONCLUSION

The present study was designed to compare several reliability approximation methods and their re-
sults on examples with 2 variables that was possible to visualise as well as on slightly more complicated
benchmarks. This study has shown that in cases with low number of design variables, the Importance
sampling utilizing a design point needs more samples for highly non-linear systems and also becomes
less precise with increasing non-linearity that is crucial. Asymptotic sampling surprisingly estimated

the probability of failure for the linear system as bad as possible from all methodologies (note that the

Tab. 3 Results for a short column under oblique bending. Probabilities of failure for particular methods
are shaded. The darker gray is used to highlight the most precise value. Asymptotic sampling as well
as importance sampling was run 1000 times for obtaining C.0.V. The design point obtained by FORM
through HLRF algorithm u* (1.6069, 1.5925, 1.4382, —1.8115)T" in SNS was transformed to the
original space and used for IS. dpr is used for relative error where MC with C.0.V. equal to 1% is
considered as the true value of a quantity. The positive Spg represents overestimation and negative dpp
underestimation the probability of failure pp.

MC MC FORM IS AS

PE 1.23-1073 | 1.21-1072 | 6.07-107% | 1.12-1073 | 1.33-1073
C.0.V. 9.94% 1.00% - 1.04% 7.30%
Spr 1.89% 0% -49.77% -7.08% 9.05%

no. g-calls | 8.2-10% 8.2-10° 207 4.2-10* | 2.25-10%
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Tab. 4 Results for a 23-bar truss. Probabilities of failure for particular methods are shaded. The darker
gray is used to highlight the most precise value. Asymptotic sampling as well as importance sampling
was run 1000 times for obtaining C.0.V. The design point obtained by FORM through HLRF algo-
rithm u* = (—1.1635, —0.1767, —1.1635, —0.1766, 0.1162, 0.3552, 0.5460, 0.5460, 0.3552, 0.1162) "
in SNS was transformed to the original space and used for IS. dpp is used for relative error where
MC with C.0.V. equal to 1% is considered as the true value of a quantity. The positive dpr represents
overestimation and negative dpp underestimation the probability of failure pr.

MC MC FORM IS AS
pr 4.39-1072 | 4.36-1072 | 2.81-1072 | 4.38 1072 | 4.88-1072
C.o0.V. 9.73% 0.98% 1.07% 3.88%
Spr 0.62% 0% -35.58% 0.38% 11.77%
no. g-calls | 2.3-103 2.3-10° 273 1-10% 1.13-10%

FORM result is exact for this example), however AS beats IS in the last 2D example that is the most
complicated one with lesser number of g-function evaluations. Figure 2 shows that for highly non-linear
systems with narrow safe region, placing the IS density to the design point is not always the best way.

The question is whether this benchmark has equal physical model interpretation.

The short column under oblique bending contains four design variables from lognormal distributions.
The FORM gives unsurprisingly the worst result, the IS and AS provides almost the same relative error,
the difference is in the number of samples (AS is lesser with higher C.0.V.). The preferable method
would be AS for its overestimation of the probability of failure in contrast to the IS that underestimates
and that can lead to unsuitable design. The last test was made on 23-bar truss bridge that utilizes
10 random variables from different distributions, the worst result is obtained again by FORM, the best

result is got by IS except for the MC with C.0.V. equal to 1%.
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INFLUENCE OF MORPHOLOGY ON MICROMECHANICAL
PROPERTIES OF WOOD CELL

Zdengk PROSEK?, Jaroslav TOPIC?, Vaclav NEZERKA?, Pavel TESAREK,
Katefina INDROVA °, Vlastimil KRALIK ©

Abstract: The presented article deals with the relationship between micromechanical properties of wood tissues
and the angle of microfibrils in cells of spruce wood. Cell wall is composed of more layers of various spiral
angles of cellulose microfibrils and their study is complicated because of the limited size and difficult
identification. For this reason, we used a combination of optical microscopy and nanoindentation. In particular,
optical microscopy was used to determine the topography of the sample and nanoindentation for mapping the
micromechanical properties. Microfibril angle was consequently derived based on the recorded modulus of
elagticity.

Keywords: Micromechanical properties, spruce wood, geometry, nanoindentation, modulus mapping

INTRODUCTION

Before the electron microscopy was available, Baged Kerr [1] used iodine staining and
polarization microscopy to for investigation of vebtissues. They found that the secondary wall is
composed of three layers, commonly referred to wero(S), middle ($) and inner (§. While
investigating the cell cross-section they found tth@ outer and inner layers are brighter than the

middle one due to different orientation of fibnigthin the individual layers.
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The middle layer of the secondary wall forms thgampart of wood cells and therefore it is the
most important component from the mechanical pointiew. It is composed of 30 to 150 lamellas.
The middle layer has a superior influence on tlup@rties of wooden cells. Properties of the middle
layer have the major impact on the wood anisotrepyinkage, strength and ductility [1].

Wimmer et al. [2] utilized nanoindentation in 198Y investigate the mechanical properties of
wood cells and published the records about thines§ of spruce earlywood, latewood and transition
wood for the first time. His results are summarigedable 1 and compared to the results provided by
other authors. Wagner et al. [9] found a relatigndietween the indentation depth and obtained
results, and established the depth of 200 to 25@swptimal to obtain the most accurate results. Th
indentation depth is not the only factor influerciihe results; a lignin content and angle of féni
the tested cell wall have an impact on the micrdraaical properties as well. A. Jager et al. [10]
found a dependence of the angles of fibrils on rthaoindentation results, and they came to the
conclusion that the elastic modulus and hardnesiportional to the amount of fibrils in the cell
walls. There were attempts to measure the microarécal properties of the outer secondary wall S
but these failed because the results were influbhgethe surrounding layers. From this reason all

successful nanoindentation measurements were ctattooly on the middle secondary wall S

Tab. 1 Indentation modulus and microfibril angle of the secondary cell wall layer S,

T\?\//Ei;f Author References Elastgélz)nao)dulus M(I:)A
Wimmer and Lucas, 1997 [3] 15.81 3

Gindl, 2002 [4] 17 0

Latewood Gindl, 2002 [5] 18 0

Gindl, 2004 [6] 15.34 5

Gindl, 2004 [7] 17.08 5

Konnerth, 2009 [8] 20 0

Gindl, 2002 [4] 11.5 35

Earlywood Gindl, 2004 [7] 8 50
Konnerth, 2009 [8] 12.5 17.5

The difference between the elastic stiffness olyeamod and latewood cell walls is attributed to
the different chemical composition and angle ofilsb The earlywood cells contain more lignin and
less cellulose, resulting in a reduced elastidngtefs. The work of Gindl et al. [7] focused on the
micromechanical properties of individual phaseth# wood tissues suggest that lignin, which bonds

to hemicellulose, does have significant impactrenwvalue of elastic stiffness.
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METHODOLOGY AND RESULTS

Both kinds of wood cells, i.e. earlywood and latediowere indented at various ceegions by
using methods of standard indentation and modulapping The standard indentation loadi
function, consisting of a constant loading (5 se&sdnholding period (8 seconds) and unloading ¢
(5 seconds), was pursued. The maximum loading @gpEfche indenter was 4CuN. Figure 6 shows
a 4 x 5 indentation ntdx captured during i-situ monitoring, using thelysitron Tribolab® scannin
device. In order to avoid any interaction betweawtividual indents, their minimum spacing was se

3um.

In the case of modulus mapping method, the dynéonée was harmocally superimposed (wit
the amplitude uN and frequency of 150 Hz) to the nominal g-static contact force 1@N. Such
measurement was conducted on the area of 16 x 16With respect to the negligible viscosi
indicated by the relatively small méitude of the measured loss moduli, the valuesarbge modul
can be considered as the reduced elastic stiffmessgulus, obtained by means of qwbrittle

nanoindentation tesResults from standard nanoinderon and modulus mapping are prese in

Figure 1.
16 _—
B Earlywood 25 4 Earlywood
14
MW Latewood
- W Latewood
= 12 T 20
S ] |
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3 g 15
3 3 : a ¢
<] = A
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=
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Staticindentation Modulus mapping MFA (°)

Fig. 1 Elastic stiffness of tracheid walls (left), the modulus of elagticity of tracheids walls
depending on the angle of micrafibrils (right)

The influence of the orientation angle of fibrils the elastic stiffness was investigatecJager et
al. [10, who found a clear correlation between these fities Based on their equation describing
relationship between the orientation of fibrils adstic modulL (Figure 1) the fibrils of earlywoor
cell walls in our samples were oried in the angle 39.5° and 23.5° in the case ofviabel. Thest
values are relatively large, which might have baaesult of a defect in the vicinity of the extext
samples or sample preparation. According to Gihdl.g7] the compressed wood defincreases the
angle of fibrils up to 50° and Wagner et Q] found that polishing of the samples can increths

angle as well.
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CONCLUSION

The results of our study provide detailed informatabout the micromechanical properties of two
basic types of cells. Microfibril angles were dedvfrom the values of elastic stiffness obtained by
means of nanoindentation technique called modulagping. Microfibril angles were established as
39.5 ° for earlywood and 23.5 ° for latewood woetlsc The future research will be focused on the
investigation of fibrils using optical microscopyd X-ray diffraction to be compared with the

nanoindentation results and Jager equation.
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FRACTURE PROPERTIES OF FIBER REINFORCED
LIME-BASED MORTAR

Michal PRINOSIL?, Petr KABEL E?

Abstract: In this paper, the amount of dissipated energy,@nergy necessary to break sets of notchedrspasi
during three-point bending test, is experimentatlyestigated. The sets are prepared from lime-basedar
reinforced with short synthetic fibers. We consietwo types of the matrix (pure lime, lime-metéikgotwo
types of polyvinyl alcohol fibers in four volumadtions (0.5+2.0%). As the reference, we tested di® sets

from plain mortar without fiber reinforcement.

Keywords: fiber reinforced mortar, lime-based mortar, fracé energy, energy absorption, three-point bending

test

INTRODUCTION

Conventional mortars based on lime binder couldheracterized by a low strength, low tensile
strain capacity and low energy absorption capatiys results in a small durability of applicationfs
these materials, such as repair and reconstruefibistorical objects. Elimination of these drawksac
would avoid mentioned problems. The effect of matdik on mechanical properties of hardened
mortar is well known [1]. Another approach improveshesive behavior of cracks using fiber

reinforcement. Its presence was proved in histbricatars [2].

In our research, we develop high-performance fieaforced lime-based mortar suitable for the
restoration and maintenance of historic objectse Tgoal is to design the composite using
micromechanics and fracture mechanics so that umdsgssive tensile deformations mortar exhibits
strain-hardening response and multiple crackingafge amount of fine cracks) instead of damage
localize in one crack as in conventional mortarerEfore, mortar retains its integrity and abilioy t

carry further loading.

The main objective of this work is to describe tii#uence of the fiber reinforcement on fracture

properties of lime-based mortar. To this end, tipei@t bending test on notched specimens was

! Ing. Michal Rinosil, Department of Mechanics, Faculty of Civitgineering, Czech Technical University in

Prague, Thakurova 7, 166 29, Prague 6, Czech Repuahthal.prinosil@fsv.cvut.cz
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performed. The investigated parameters are endoggrption capacity (the amount of dissipated

energy) and the energy related to the cross-settéwaa of the beam above notch (in ligament).

MATERIALS

The composite consists of a filler, binder, watiber reinforcement and eventual additive
(plasticizer) to improve workability. The filler isepresented by fine quartz sand with maximum
particle size 0.3 mm. As the binder, hydrated &irel powder CL90 from the company Vapenka
Certovy schody a.s. and metakaolin Mephisto LO5 finWZ s.r.o. Nové Stradeci were chosen. The
reason for adding it into the mixture is to imprafe tensile strength, to reduce shrinkage and to

improve rheological properties.

In our previous research, we dealt with the expeniial investigation of individual components of
the composite (micro scale). Firstly, we examiniee influence of the composition of pure matrix
(without reinforcement) on tensile and fracturegamies (Young's modulus, tensile strength, bilinea
approximation of tensile traction-separation relatand fracture energy) [3]. Based on the results,
ratio of the filler and binder, ratio of individuypes of the filler (with different maximum paic
size) and the water ratio (calculated as the dHtiweight of the water and weight of filler and der)
were chosen.

Afterwards, we examined several types of fiber frezement from different material (organic,

Tab. 1: The composition of the composite (weigbpprtions)

Component Producer Product L LM
Binder 1.000
Lime Certovy schody, a.s. Certak CL90  1.0000.750
Metakaolin CLUZ s.r.0. Mefisto LO5  0.0000.250
Filler 3.000
Sand, ¢.x0.1 mm  Sklopisek 8les, a.s. ST2 1.846
Sand, ¢.x0.3 mm  Sklopisek 8les, a.s. STJ25 1.154
Water 1.200
Plasticizer Stachema Kolin s.r.oMelment L10/40 0.024
0.5% - 0.029

RSC 15x8, PVA 1.0% - 0.059
REC 15x12, PVA1.5% - 0.088
2.0% - 0.118

Fibers Kuraray Co., Ltd.
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polyvinyl alcohol — PVA, polypropylene — PP and sgp with different geometry (length and

diameter) and eventually with surface treatment[B]] Tensile parameters (Young's modulus, tensile
strength and tensile yielding strength in case ibhdar shape of stress-strain diagram) and their
interaction with lime-based mortar (described hgtion, chemical bond and hardening parameter [6])

were experimentally evaluated.

Based on the results above mentioned experimdmsfirtal composition of the composite for
experimental research was proposed. Two types aifbm(lime — labeled L, lime-metakaolin —
labeled LM), two types of PVA fibers (RSC 15x8 bdted S, REC 15%x12 — labeled E) produced by
Kuraray corp. in four volume fraction (0.5%, 1.0%, 1.5%, 2.0%) were selected. Moredves,sets
(L, LM) of plain mortar without reinforcement werecluded as the reference. The weight parts of

individual components are shown in Tab 1.
METHODOLOGY

Preparing specimens

Mix process was performed in the mixer with veltieais of rotation with frequency 25 Hz.
Firstly, all dry ingredients of filler and binderene blended. Then, one-half of water during 3Gas w
added and the mixing continued for 180 s. Aftet,ttfae second half of water was added with the
same procedure. Subsequently, the plasticizer eaeg into the mixture during 30 s. It was followed
by addition of one-half of the amount of fibers ahd product was mixed until the homogeneous state
(about 60 s). Finally, rest of fibers was addechwiite same procedure. Between each two steps, the

Fig. 1 Testing set-up
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mixture was hand-mixed and homogeneous state wasotied.

From each fresh mixture a set of 6 standard beathsdimensions 40x40x160 mm were prepared
according [7]. They were demolded the next day plated for 7 days in environment of high
humidity (over 85%). After that, they were stosggproximately for one year in laboratory conditions
(temperature 22°C, relative humidity over 50% andoentration of carbon dioxide over 500 ppm).
During this period, a thin notch reaching approxeha35+40% of beam's high was created. Then, all
important dimensions were measured and the frafaeai(in means of the experiment) of specimens

was covered by a spray with contrasting color fieage analysis of displacements (Figure 1).

Testing set-up

Three-point bending test was performed by mearthk@MTS Alliance RT/30 machine with load
cell 30 kN. Controlled crosshead displacement lyaecal step 0.2 mm/min for fiber-reinforced sets
and 0.05 mm/min for reference sets without reirdarent. The support span was 120 mm. During the
test, the applied forcB, crosshead displacememtand crack mouth opening displacement (CMOD)
using attached extensometer were continuously dedo(Fig. 1). Furthermore, the high resolution
images of specimens above the notch were takeigiiglccamera with time period 10 s for controlled

analysis of displacements.

From measured data, the initial idle branch wasored and replaced by maximal slope of initial
branch using software FitData [8] and the tailazfd-displacement curve was linearly extrapolated up
to P = O N with corresponding displacemant Final load-displacement diagrams are shown in the

Annex. The total dissipated energywas calculated as the area under load-displaceaiggram:

Fig. 2 Total dissipated energy (left) and the eyediyided by area of ligament (right)
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W, = jo Pdu
0 )
and the dissipated energy divided by area of ligamg, which in cases of plain mortar corresponds

to fracture energy (but for fiber-reinforced mostaracking in several cracks it doesn'’t):

G, = &)
Aig

RESULTS

Figure 2 and Table 2 show the dependences of dissienergy and the energy related to cross-
sectional area of the ligament on volume fractiohgbers, fiber and matrix type. From the resuits,
is clear that the fiber reinforcement significaritlyproves both characteristics. For fibers REC 5x1
the values are higher than for fibers RSC 15x8oltid be explained by greater length of REC fibers
or their better interaction with the matrix. Thedbdisplacement diagrams listed in Annex show that
in case of RSC fibers load decreases faster tharase of REC fibers. It is associated with their

length. It also points out that fibers are pulled foom the matrix (instead of rupture).

Similar results are for those types of the matnkere lime-metakaolin reaches higher values than
pure lime, but the character is different. In tlhse of the lime matrix, energy increases up tonaelu
fractions 1.0% and then decreases. In the cas@émefrhetakaolin mortar, the values arise with
increasing volume fraction (except for LM_S W = 2.0%). These differences in behavior may be
caused by the lower tensile strength of pure linetan and therefore the mortar for high volume

fractions is not able to carry the load from fib@reortar is over-reinforced and it is the weakagt)!

Tab. 2: The results of the experiment

Fibers  V[%)] Matrix L Matrix LM
W [J] Gi[Im?  Wi[J]  G[Im7

0.0 0.007 7.10 0.013 13.44
0.5 1.046 1215.57 1.801 1942.79
1.0 1.202 1340.60 2.700 2822.07

= 1.5 0.920 1039.33 3.004 3140.75
2.0 0.665 739.71 3.693 3876.95
0.5 0.475 537.22 0.619 665.30
1.0 0.882 1012.47 1.905 1966.82

S 1.5 0.753 848.51 2.771 2855.56
2.0 0.539 589.90 2.715 2774.76
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:‘

Fig. 3 Cracking in lime-metakaolin mortar

The results also show that the values of lime mdréae lower scatter than lime-metakaolin. It is
associated with the number of formed cracks, becthes total amount of dissipated energy depends
on it. The lime mortar cracked in a small numbecmicks, while lime-metakaolin mortar cracked in

most cases in several cracks (Fig. 3).

CONCLUSION

Energy absorption capacity of lime-based mortarfoeced with two types of short synthetic fibers
in four volume fractions has been experimentaliyestigated. For this purpose, 16 sets made of fiber
reinforced mortar and 2 reference sets withoutfoetement of experimental beams with notch were

prepared and tested in the three-point bending test

The results reveal that even a small volume fraatifibers in the composite greatly improves the
total amount of dissipated energy and show thatetiergy absorption capacity of fiber composites
depends on the matrix, on the fiber reinforcement an the interaction between these two phases.
The results also show that in case of lime-metakaunbrtar the total amount of dissipated energy is
higher than of pure lime mortar and the trend iases up to volume fraction 2%. Moreover, the
results show that the mortar with metakaolin cratkghe form of distributed cracks (multiple
cracking), which is highly desirable phenomenorhwigard to the tensile deformation capacity and
durability of application of the material. On thther hand, in the case of pure lime mortar thel tota
amount of dissipated energy increases up to voluaetion 1%, where the ability to carry forces from

fibers of the matrix is exhausted, and then amoftiabsorbed energy decreases.

148



Nano and Macro Mechanics 2014 Rgafl Civil Engineering, CTU in Prague, 2014, ™8eptember

These results are important for final mixture pregdoof the composite in order to achieve
maximum energy absorption capacity as well as gaodkability of a fresh mix, which with

increasing amount of fibers in the mixture decrsase
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ANNEX
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NONLINEAR ANALYSIS OF FUNCTIONALLY GRADED
FIBER REINFORCED CEMENTITIOUS COMPOSITES

Tereza SAJDLOVA?, Petr KABELE ?

Abstract: Functionally graded members combining high-sttbngHPFRC with steel fibres and high-ductility
SHCC with PVA fibres are the subject of presentacherical analysis. The UHPFRC material is used
to provide sufficient load carrying capacity whi#iCC material is applied as a durable and corrosiesistant
surface layer. Simulated experiments include thpeit bending test of a beam. Nonlinear materiadeids
applied to simulate its mechanical behaviour. Tregamal properties are determined and implementdd the
model. The results show advantages of layered UHRBRCC elements and serve as an impulse for further

testing and development of the technology of lalefements.

Keywords: fibre reinforced composites, functionally grade@mbers, finite element method, nonlinear material

model, traction-separation law

INTRODUCTION

Functionally Graded Materials (FGM) consist of two more layers of material with variable
composition and microstructure. FGM utilizing fibreinforced cementitious composites (FGFRCC)
are the object of this study. Development of FGFR@@ be divided into two main directions. In the
first one the cementitious matrix and the fibre enial are the same in each layer. The composition
of layers differs only in fibre volume fraction. &purpose of the first layered system is to use$ib
as efficiently as possible and thereby reduce theuat of fibres in the structural element and dstc
while maintain the load bearing capacity. Ultra iHigerformance Fibre Reinforced Concretes
(UHPFRC) [1] are used for this application. Theg gpical by high compressive and tensile strengths
(exceeding 150 and 7 MPa, respectively), high Y@ungdulus of elasticity (50 GPa) and very dense
matrix with high binder content. Short steel fibm® added to the composite mainly to reduce its

brittleness after cracking and also to increassilestrength.

The second group of FGFRCC combines materials thidhdifferent fibres, specifically steel fibres

in UHPFRC which was described previously and paiyldlcohol (PVA) fibres in the material called

Ying. Tereza Sajdlova, Department of Mechanics, Baaf Civil Engineering, Czech Technical Univeysit

in Prague, tereza.sajdlova@fsv.cvut.cz

Prof. Ing. Petr Kabele, Ph.D., Department of Medt®nFaculty of Civil Engineering, Czech Technical

University in Prague, tereza.sajdlova@fsv.cvut.cz
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Strain Hardening Fibre Reinforced Cementitious Cosite (SHCC) [2]. In contrast to UHPFRC,
composition of SHCC materials is not optimized thiave high strength, but the aim is to obtain
a material which is able to sustain high tensilecroscopic deformations (typically in units
of percent). This is achieved by addition of shpdlymeric fibres to a relatively weak matrix,
following a systematic micromechanics-based mdteiesign [3]. The tensile deformation capacity
is then attributed to formation of a large numbevery fine cracks, with widths not exceeding order
of 10" mm. This multiple cracking process is associatéith wverall strain hardening behaviour.
SHCC are characterized by a low Young's moduluslasticity (15-20 GPa) and medium tensile and
compressive material strength (4-5 MPa, respegtd@IMPa).

The idea of the second layered system is to utilie respective materials’ superior properties
while reducing the effects of their drawbacks. THEIPFRC material with steel fibres is used
to provide sufficient load carrying capacity withdhe need of conventional reinforcement, while
SHCC material with polymeric fibres is applied asl@able and corrosion-resistant surface layer.
SHCC surface layer prevents unwanted stainingdfitectural elements and protruding of steel fibres
from surfaces, which may get in contact with hunglin. The envisioned products involve

lightweight facade panels, architectural elemesiteget furniture, lost formwork etc.

Numerical modelling using finite element method camplify the design of material (strength
of concrete matrix, fibres volume, etc.) and stuuat members (layers composition). It is therefore
necessary to develop new material models (or moekigting models) that describe the behaviour

of FRCC (strain hardening, multiple cracking) ahd properties of the interface between the layers.

In this paper we present results of preliminary RGE finite element analyses. We focus on the
determination of material model for fibre reinfodceoncrete. Then the determined model is utilized
for numerical analyses of layered UHPFRC-SHCC #frat element. The goal is to explore the
efficiency of SHCC to keep tight width of surfag@aks and possibility of delamination of the SHCC
layer from the UHPFRC substrate.

NUMERICAL MODEL

As our goal includes analysis of crack width eviolut the fibre reinforced materials are modelled
using the individual-crack-based approach [4], whewen in the multiple-cracking state, each crack
is represented on the finite element level andasponse is characterized by the traction-separatio
relationship. To this end, the crack band modetngployed and the band width is related to the
element size. This implies that the minimum cragkctack spacing that the model can capture
corresponds to the element size. In simulationdagéred elements, regular meshes of 4-node
guadrilateral elements with size of 5 mm are ugethyered systems we assume a perfect bond at the
materials interface, but the interfacial stresses monitored. As data, which would allow us

to credibly calibrate the interface failure conulitj are not available, when discussing the pogsibil
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of delamination, we compare the interfacial stresgigh the cracking strength of the weaker material

(SHCC).The calculations are carried out with tmédi element program Atena v. 5.0.3 [5].

MATERIALS AND MATERIAL CHARACTERISTICS
The UHPFRC considered in the present study waslaee@ at the Klokner Institute of CTU

in Prague [6] and it corresponds to the class ARI/A fine-grained concrete matrix is reinforced
with steel fibres BASF Masterfiber® 482 in the vole fraction 1.5 %. The fibres are 13 mm long and
their diameter is 0.2 mm. Experimental verificatiohcylinder compressive strength after 28 days
is 125 MPa, Young's modulus is 45 GPa.
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Fig. 1: CONSOFT results: traction-separation retatiof UHPFRC (a), comparison of experimental

results and numerical simulations of four-point deg tests (b)

The UHPFRC traction-separation relation is deteeaiiby inverse analysis of results of four-point
bending tests with evolutionary algorithms-baseagmm CONSOFT [7] developed by prof. Dr.-Ing.
Volker Slowik. Before the start of CONSOFT analysiss necessary to specify the initial function
parameters and their limits. The experiment is themerically simulated and initial parameters are
modified during an iterative process to achieve lthst possible accordance between experimental

results and numerical model. Trilinear shape dfesifig curve is selected.

The best results of inverse analysis are showrignlfa). Softening curves are implemented into
material model 3DNLC2 Cementitious User in the ATEdbftware and the model is validated by the
numerical simulations of four-point bending tedtse results of numerical simulations in Fig. 1(k§ a

in a perfect accordance with the experimental tesul

The second material considered in the simulatiean$igh-ductility SHCC reinforced by 2%
by volume of high-strength polyvinylalcohol (PVAjbfes, 8 mm long and 0.04 mm in diameter.
Experimental results were not available for thistarial thus its material characteristics have been
adopted from the literature [8] and they are listedTab. 1 together with UHPFRC parameters.
The traction-separation relation, estimated onliagis of experimental results reported by Larusson
et al. [8], is shown in Fig. 2 (a).
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Tab.1: Material parameters of UHPFRC and SHCC usechlculations

Material Young modulus [GPa]| Compressive streniytR4] First crack strength [MPa]
UHPFRC | 45 125 5.77
SHCC 18 60 3.5

NUMERICAL EXPERIMENTS: THREE-POINT BENDING TESTS ON BEAMS

Three-point bending tests on small beam specimemnsimulated. The analyzed series includes
a plain UHPFRC beam (100x100x400 mm, span 300 nmd)t&o cases, when a layer of SHCC
(10 and 20 mm) is added to the bottom of the beBme. minimum thickness of the SHCC layer,
10 mm, is selected considering limitations of thedpiction technology, which consists in sequential

casting of the materials.

50 —————-— === To—————— 1
| 100mm UHPFRC

40 T <~ | =+ 10mm SHCC
30 M- % | em—-+20mm SHCC
|
|

04—

o [MPa]

Load [kN]

|
|
!
|
"3 R A
I
|
T

0 1
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o A
|
|
|
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1

Fig. 2: Traction-separation relations of UHPFRC a8#HCC materials used in calculations (a),
calculated load-displacement curves of the plaid Eyered UHPFRC-SHCC beams (b)

Fig. 2 (b) shows that the load capacity of the beareases by the addition of SHCC layer, but the
load-point displacement at the peak remains alth@ssame. Fig. 3displays the distributions of crack
width along the bottom surface of the beams apthak loads. It is obvious that in the plain UHPFRC
beam the crack opening displacement is more lagdlioward the centre of the beam. With both 10
and 20 mm layer of SHCC, the maximum crack widtteguced to about 50%. With the thinner layer,
however, the average crack width is lower than i thicker one, which is a consequence of the
smaller height of the cross section in the formasec In all cases, however, the crack width doés no
exceed 15Qum, suggesting that a good resistance against jmitgr@netration of water would be
maintained until the ultimate failure state. In Fgve show the distribution of stresses at the two
materials interface. It is obvious that, even thoagme tensile stress and increased shear str@ss oc
at the sides of the cracked region near the beatnegehe stresses do not exceed 50% of the crgckin
strength of the weaker material (SHCC), which meé#ret delamination will not occur. It is
noteworthy that actually much higher shear streges above the side supports. However, as the
normal stress at the same location is a relatitéin compression, it is unlikely that delamination

would take place.
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Fig. 3: Calculated distributions of crack width thie bottom surfaces of the beams at therespective
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Fig. 4: Calculated distribution of normal and shesiresses at the interface between SHCC and
UHPFRC layer of the beam

CONCLUSIONS

Finite element analyses of layered UHPFRC-SHCCcsiral elements have been performed in
order to check their performance under bending nmbmEhe appropriate material parameters of
UHPFRC were determined by inverse analysis of exmarts. SHCC material characteristics have
been adopted from the literature. It has been prakat using of SHCC as a durable and corrosion-
resistant surface layer is a prospective optiore Tlhmerical models did not show any potential

mechanical and fracture problems.

The three-point bending test on small beam specimansimulated and load-displacement curves,
crack widths and interface stresses between UHP&RICSHCC layer were monitored. Added layer
of SHCC increased load capacity and reduced maxigrnack width to about 50%. Interface stresses
did not exceed cracking strength of material arldrdimation would not occur. Based on the presented
results layered UHPFRC-SHCC structural elementsircgmove the characteristics of currently used

materials.
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The next task of the research project will be maoufring of layered elements that will show
potential technological problems and subsequeneraxgental testing to confirm the numerical

models.

ACKNOWLEDGEMENT

The financial support of this experiment by the WHgcof Civil Engineering, Czech Technical
University in Prague (SGS project No.SGS14/029/0HK111) is gratefully acknowledged.

REFERENCES

[1] RESPLENDINO, J. and TOULEMONDE, Besigning and Building with UHPFRQohn Wiley
& Sons, 2013. ISBN 978-1-118-58755-3.

[2] KANDA, T., ROKUGO, K., KANAKUBO, T., KABELE, P., FKUYAMA, H., UCHIDA, Y.,
SUWADA, H. and SLOWIK, V.Strain Hardening Cement Composites: Structural Pesind
Performance. State-of-the-Art Report of the RILEdHNical Committee 208-HFGC3, vol. 6.
Springer Netherlands, 2013. ISBN 978-94-007-4836-1.

[3] LI, V. C. From micromechanics to structural engiieg - the design of cementitious composites
for civil engineering applications. IrStructural Engineering/Earthquake Engineering (Proé
Jsce) 1993, 10(2), pp. 37-48.

[4] KABELE, P. Finite element fracture analysis of feiced SHCC members. IrAdvances in
Cement-Based  Materials Stellenbosch,  South  Africa, 2009, pp. 237-244.
ISBN 978-0-415-87637-7

[5] CERVENKA, V., JENDELE, L. ANDCERVENKA, J. ATENA Program Documentation Part 1:
Theory. Cervenka Consulting, 2013.

[6] KOLISKO, J., TICHY, J., KALNY, M., HINKA, P., HAJEK, P. AND TREFIL, V. Development
of ultra high performance concrete (UHPC) on thsidaf raw materials available in the Czech
Republic. In:Betonové konstrukce 21. stoleti — Betonyfidgmou hodnotouvol. 2012. ISSN
1213-3116.

[7] SLOWIK, V., VILLMANN, B., BRETSCHNEIDER, N. and VILMANN, T. Computational
aspects of inverse analyses for determining seofteourves of concrete. IRomputer Methods in
Applied Mechanics and Engineerirg006, 195(52), pp. 7223—-7236. ISSN 0045-7825.

[8] LARUSSON, L., FISCHER, G. and JONSSON, J. Mechdriigaraction between concrete and
structural reinforcement in the tension stiffenprgcess. InHigh Performance Fiber Reinforced
Cement Composites 8pringer, 2011. ISBN 978-94-007-2436-5.

158



Nano and Macro Mechanics 2014 Faculty of Civil Engineering, CTU in Prague, 2014, 18" September

STOCHASTIC WANG TILES GENERATION USING DEM AND
YADE SOFTWARE

Jan STRANSKY!

Abstract: An algorithm for generation of 2D stochastic Wang tiles is presented in this contribution. The algo-
rithm is based on the discrete element method (DEM) and is therefore applicable for matrix-based structures with
separate inclusions. Moreover, the approach is designed for dense packings. Periodic contact detection plays an
essential role in the algorithm. An open source free DEM code YADE was used for all the computations. One
exemplary realization of the generation process together with an illustration of actual tiling is presented at the end

of the paper.

Keywords: Wang tiling, Discrete element method, Dense packing, Periodic contact detection.

INTRODUCTION

For microstructure reconstruction, periodic unit cell (PUC) concept is nowadays a standard approach.
It assumes that the periodic cell is grater than representative volume element (RVE) of the material,
reflecting more or less the heterogeneity of underlying material level. The existing periodic cell can
be copied in space (tiled) to create sufficiently large domain for analysis (numerical simulations for

instance). The resulting domain is of course periodic, which is sometimes not desirable.

Wang tiling [1] can be understood as an extension of aforementioned PUC approach. Instead of
having only one periodic cell, a set of Wang tiles is used instead. The number of tiles in the set is
relatively small. For the stochastic case the minimum number is 8 for 2D and 16 for 3D space. The
tiles are not independent, but have compatible boundaries. Each tile edge has its edge code. In the case
of stochastic tiling, during the tiling process it is possible for at least two different tiles to be placed, of

course respecting already placed tiles. Which one is placed, it is chosen randomly. See figure 1.

For boundaries compatibility, two possible approaches are possible, either the neighboring tiles have
no common inclusions (figure 2 left) or have common boundary (figure 2 right). The latter approach is

used in this contribution.

Using Wang tiling, the final reconstruction is not periodic.

"Ing. Jan Stransky, Department of Mechanics, Faculty of Civil Engineering, Czech Technical University in

Prague, jan.stransky @fsv.cvut.cz
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Fig. 1 Illustration of a Wang tile set and stochastic tiling
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Fig. 2 Two possible approaches for compatible boundaries

il

The basic theory of DEM is introduced in section 2. The algorithm for Wang tiles generation using

DEM is described in section 3 and illustrated on an example in section 4.

For the sake of clarity, most of the figures uses colors. If you have the grayscale version, please

consider to read the color version.

DISCRETE ELEMENT METHOD AND PERIODIC CONTACT DETECTION

The discrete element method (DEM) is widely used numerical tool of solid mechanics. It represents
material as a set of perfectly rigid particles interacting with each other. DEM solves numerically equa-
tions of motion of individual particles. Forces, occurring in the equations of motion, can be of prescribed

nature (e.g. gravity or imposed boundary conditions) or are the result of interparticle interactions.

In its basic version it is naturally applicable for modeling of granular materials (as in its very first
application [2]). Using different particle shapes and different contact laws, DEM can take large amount

of various forms, see [3] for more information.

In this contribution, one of the most simplest variants will be used. Particles have spherical (or
circular in 2D) shape. If two particles does not overlap, there is no interaction force between them. If
they do overlap, the repulsive normal force is proportional to the overlap depth and the shear force is
incrementally computed according to particles’ mutual rotation and sliding and its value is bounded by
a plastic limit. Simplifiedly, two overlapping sphere can be represented as a two spring model, see fig. 3
or [3].

Fy =kyuy, AFr=krAur (1)

YADE [3] is an open source software for DEM analysis. Its core is written in C++ (providing efficient
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Fig. 3 Illlustration of used contact law

execution of time consuming routines), user interface written in Python (modern dynamic object oriented
scripting language, providing easy to use scripting while preserving the C++ efficiency) and extensible
object oriented architecture allowing independent implementation of new features - new material model

or new particle shapes for instance.

In the basic form, particles interact only with particles in their actual surrounding. Using periodic
contact detection, particles interact also with periodic images of particles. Figure 4 shows a periodic
cell, where red particles interact with red particles (standard solution), but also with gray particles, i.e.

periodic images of other red particles.

Fig. 4 Example of a periodic cell

ALGORITHM
The method presented in this contribution is summarized in algorithm 1.

Alg. 1 Overall algorithm

prepare independent periodic tiles > figure 8
set proper boundary conditions > figure 9
let the model relax > figure 10

while the set does not fulfill our requirements do
improve individual tiles
let the model relax
end while > figure 11

NN R

Each of its substeps is described in detail in following subsections.
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Relaxation

Relaxation is a phase of simulation occurring in different places. If there is at least one overlap of
particles, standard DEM simulation is run, moving overlapping particles from each other. Numerical
damping is used to remove kinetic energy from the system. Every defined number of iterations, the
overlap check is performed. If no overlap is present or the simulation is sufficiently close to static

equilibrium, the simulation is calmed and stopped.

Independent periodic tiles

As a first step, an independent periodic cell is created for each tile in the set. To the periodic cell, one
particle is placed randomly and the model is relaxed. Particles are placed one by one until there is no

more space in the cell for them (after relaxation, in quasistatic equilibrium, some particles overlap).
Alg. 2 Generation of a periodic cell

1: while no overlap of particles exists do

2 save state > state with no overlap
3 insert randomly one particle

4: let the model relax

5: end while > at the end of while loop, an overlap of particles exists
6: load last saved state > where no overlap exists

Such periodic cell is created for each tile in the set. All periodic cells have the same fixed dimensions.

See figure 8 for exemplary illustration.

“Wangization”

In the next step, particles will be put into virtual groups. One particle can be in several groups at
once. Two particles would interact iff they are together in at least one group. Otherwise (there is no

common group for the two particles), the would not interact even if they would overlap.

YADE implementation is such that each particle posses a bitmask variable called group mask. Each
bit of the mask represents one group. Value 1 means that the particle belongs to the group, 0 means it
does not. The common group test is done by logical and of masks of both particles (If there is at least

one common bit, the particles can interact).

In the first step of “Wangization”, particles of each periodic cell are put into corner groups. The
bitmask representation is shown in figure 5. Each tile has its own four groups. This allows us to use
for all tiles only one periodic cell. Particles would interact with particles only from their tile ignoring
all others. Furthermore, the corner groups as shown in figure 5 breaks the periodic contact detection.
Particles from lower left corner (bitmask 0001) interacts with all their physical neighbors, but not any
more with the periodic image of lower right corner (bitmask 0010). So each tile is periodic geometrically

(positions of particles does not change, only their group masks), but not from interactions’ point of view.
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Fig. 5 Assignment of particles into corner groups

To summarize this stage, all particles are placed inside one periodic cell. Particles are allowed to

interact only with particles from the same tile and, despite the fact with periodic cell, not periodically.

In the next step, particles close to negative boundaries (left and bottom) are called boundary particles.
In each tile, boundary particles are chosen according to the same rule, e.g. position of the center of
particle. Recall that each tile edge has an edge code. For each edge code, boundary particles from
one tile are called masters, while boundary particles from all other tiles belonging to this edge code are
deleted. The group mask of deleted particles is assigned to master particles, so master particles virtually

take over the place of deleted particles and appears in several tiles at once. See figure 6 for illustration.

2 2 3 3

0 0 0 0 1 0 1
2 2 3
2 2 3 3

1 1 0 1 0 1 1
2 3 2 3

Fig. 6 Illustration of masters in “Wangization” process

In masters determination, x direction takes precedence. Bottom corners are naturally treated by
the method, but the final tiling might be such that in the upper corners more than one combination is
possible. For this purpose, extra particle groups are created for respective particles (master lower left

corner particles and ordinary particles placed in the top right corner).

After this step, the model is relaxed. If the simulation reaches (quasi)static equilibrium while still
having overlaps, one of the overlapping particles, preferably a non-boundary one, is deleted and the

model is relaxed again.

The “Wangization” approach is summarized in algorithm 3 and is illustrated in figures 9 (before
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relaxation) and 10 (after relaxation).

_
e

R A U > i e

Alg. 3 “Wangization”

put particles into corner groups > breaking periodicity
choose boundary particles
set boundary particles as masters or delete them
put boundary particles to respective other groups
create extra groups for corner particles
let the model relax
while no overlap of particles exists do
delete an overlapping particle
let the model relax
end while

A posteriori improvements

As the boundary layers interacts with several ordinary particles, artifitial gaps may ocure. In such

case, it is possible to input one (or more) particles to the specific tile and again let the model relax.

Currently, improvements based on mere visual check was performed. An automatic check based on

statistical descriptors should be used in future.

See figure 11 for exemplary illustration.

EXAMPLE

3 2 3 2 3 2 3

Fig. 7 Testing tile set

Decribed algorithm is illustrated on a testing tile set, see figure 7. The tiles are square and contain

monodisperse circular inclusions with radius 10x smaller than the tile size. Final stage of each of the

algorithm substeps are visualised. Figure 8 shows 8 independent periodic tiles, figure 9 their “Wan-

gization” and relaxed state is shown in figure 10. One particle is manually included into the 7th tile as

an Illustration of a posteriori improvements, see figure 11. An example of actual tiling is illustrated in

figure 12.

Thw whole generation process took 15 s on Asus K55A notebook with 2.30 GHz Intel Pentium CPU.
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Fig. 8 8 independent periodic tiles

Wsx

Fig. 9 Tiles after “Wangization”

t

Fig. 11 Tiles after a posteriori improvements
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Fig. 12 Example of actual tiling — color and monochrome version
CONCLUSION

The presented algorithm was successfully applied for generation of stochastic Wang tiles with 2D
monodisperse circular inclusions. Visually the resulting tiling does not have any significant defects, al-
though a rigorous analysis is neccessary. The computational costs are in the author’s opinion acceptable,

but (again) a serious comparisons with other approaches should be done.

The algorithm is directly extensible to 3D as well as for polydisperse inclusion. Future work will
therefore address those extensions together with statistical analysis of resulting tiling, possibly also with

optimization of the generation process. Especially the a posteriori improvements should be automated.
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OSCILLATION OF STRUCTURE EXCITED BY SIMPLE
KINEMATIC PEDESTRIAN MODEL

Vladimir Sana', Michal Polak®

Abstract: The submitted paper deals with a vibration ofimapy supported beam, which is loaded by walking
kinematic pedestrian. In this paper pedestrian wasleled by the Rimless wheel model and the obtagsedts
were compared with the DLF (Dynamic Loading Factodel according to the Bachmann, which provides th

best accordance with experimentally obtained result

Keywords: footbridge vibration; Rimless wheel model; humaduced vibration

INTRODUCTION

The Rimless wheel model, shown at Fig. 1, waslyitisitroduced byMargaria in 1976 see [1].
This model is based on the motion of the invertedollum. The Margaria’s model was simplified for

the purposes of the dynamic excitation of a stmetpresented in this paper.

Human walking process could be divided into two nmparts, stance and swing phase. Stance
phase is the moment when human’s leg is in comtabta surface — inverted pendulum behaviour. On

the other hand the swing phase can be describeggimjar pendulum movement.

Fig. 1 The Rimless wheel model of kinematic peid@str

! Ing. Vladimir Sana, Department of Mechanics, Cz&ethnical University in Prague, Faculty of Civil

Engineering, vladimir.sana@fsv.cvut.cz

2 prof. Ing. Michal Polék, CSc., Department of Meaica, Czech Technical University in Prague, Facafty

Civil Engineering, polak@fsv.cvut.cz
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MATHEMATICAL MODELING

Motion of the inverted pendulum is described by skeond-order nonlinear differential equation
(1) in polar coordinates, which could be linearizeith using the Taylor — Mc Laurin’s series. It

means thasind(t)= & (t)if the angled(t) is small enough. This assumption is fulfilled foetangles

to6(t) = 77/4rad. Initial conditions,&(t)|t=0 andé(t)‘t:0 will be mentioned further in the paper.

6(t)-g/L,sind(t)=0 (1)

4(t) is the polar angle, measured from initial stangptteterminal stanceg is the gravitational
acceleration anfd, is distance between the surface and human’s bodyt @®nter of mass). Note that

whole mass of pedestrian was concentrated into G mass of pedestrian’s “leg” (pendulum

hinge) was neglected.

The structure, which has been loaded by this masi¢he footbridge across the Opatovska street,
see [2], [3] and [4]. It is slab-on-girder struauwhich acts as a simply supported beam. The salfie

variables, necessary for numerical solution, amersarized in the Numerical solution chapter.

Discretized structure is described by the systeseabnd-order differential equations (2) in matrix

notation. Vertical components from nodal deflecti@ctofr} have been considered only.

[M]{w} +[Cl{w}+[K [{w} ={F} @

[M]is the mass matriqC] is the damping matrix af ]is the stiffness matrix{w}{ w}{w} are
vectors of nodal acceleration, velocity and deftec{F} is loading vector.

L,sing@) ¥

V() » | 4

COM

Yy ®
v, (1)

L\ 6@

contact poin

Fig. 2 The mathematical inverted pendulum
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As a consequence of the discretization, mentionefibré, the mass matr[iM] is diagonal.
Damping of the structure was considered as visegtisrespect the Rayleigh’s model, and therefore

the equation (2) can transferred into N independdifferential equations by using modal

decomposition method.

The direct interaction between the Rimless whedlsiructure was not cogitated in this paper. The

right-sided loading vecteﬁF} was assembled with respect phases of walking psoce

Firstly the initial contact occurred, where theclimpulse acted for a very short timg, , and

therefore the contact force exceeds a force, wisig@gual to static weight. Contact between human’s

leg and the structure occurs witt) = a , wherex is the angle between two “legs” see Fig. 1. If the

contact angle is defined, we are able to deteritiine of contacT

cont.?

which depends on the velocity

of motion. The angular velocift) in timeT

cont.

is also known from the numerical solution of eqoiati
(1). The angular velocity is transferred to thewinferential velocity by relatior(t) = 9(t) L,, where
L,is the distance between human’s COM and the comtaictt, see Fig. 2. In according to these

assumptions the initial contact force is defined as

m VT,
Fcont = M (3)

Tprim.

wherem, is the pedestrian’s body mas§l,,)is the circumferential velocity in time of contact

T, andr

cont prim

is the acting force term.

Next phase describes the transmission of the bagght/— inverted pendulum behaviour, where
the vertical component of the contact force cowdelapressed by Newton's second law of motion

Foena =M (Y, m,is pedestrian’s body mass &(d)is the acceleration in vertical direction. This

pend
acceleration can be derived from the polar cootdswavith using the transformation relation between

Cartesian and Polar coordinates systemi(§s- L, cosg ¢). If the appropriate time derivatives are

executed, the force is expressed by equation

F -m, L G()sind(t)+ & (t) cosd ¢ ) (4)

pend —

The point of action of the forcés,,, andF,,,is located out of the nodes of the finite elemeasm

pen

in specific timg =T , therefore these forces are transformed to thesby relations
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Fig. 3 Nodal forces expression

The effects of human-induced vibration were alsecdbed by the DLF model of pedestrian,

which is stated by relation
[
F(t)=m, g(1+ Ya, sin( n2r f, t)j 7)
n=1

wherem,is pedestrian’'s body masggis gravitational acceleratioa,is appropriate Dynamic
Loading Factor and is the pacing frequency. Bachmann’'s loading modeiich provides best

accordance with experimentally obtained data skevigs used in the study presented in this paper.

NUMERICAL SOLUTION

Solution of linearized equations (1) and (2) waselby the Newmark’$ integration method. The

initial conditions for equation (1) were defined as

d .
g, =arcsin—- LI g, S (8)
2L, L, cosd,

whered, is the length of the pedestrian’s stepis distance between human body COM and

contact point and, is horizontal component of the velocity vectoxifirection. Note that the relation
between velocity in horizontal direction and pacfrequency could be evaluatedvas: 0.9f,. This

conversion is based on the experimentally obseplshomenological aspects of human walking
process. These initial conditions were generatethatbeginning of each step, so that the loss of

velocity due to impact did not occur.
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The investigated structure was considered as irgoivith direct centre-line at the beginning of

numerical analysis, therefore the initial vectdra@dal deflection and velocity were taken as

(W, ={o -~ o u{wl =fo - & ©)

Following parameters were used for the numeridaitem of equations (1) and (2):

Structure

bending  stiffnes&l, =3.83x 10 Nm?, continuously  distributed ~mags=5300kgm*,
logarithmic damping decremefit= 0.09and length of the spdn=25.1m.

Pedestrian — Rimless wheel and DLF Bachmann’s model

weightm, =80kg, distance between COM and structure’s centertljrel.1m, horizontal

component of velocity vectey =1.8ms™*. Geometry of the Rimless wheel model determines

length of the pedestrian’s stépand initial anglé),. Dynamic loading factors, =0.5,a, =0.1

anda, =0.1
0.3 . . . a :
0.2r .
0.1 }
E
=
.8
B
2 -0.1F
3
<
-0.2 1 s
E DLF model - Bachmann
—— Rimless wheel model
03r | e RMS DLF .
—— RMS Rimless wheel model

_0‘4 | 1 1 1 1
0 5 10 15 20 25 30

time [s]

Fig. 4 Comparison of mid-span acceleration obtaifredn DLF and Rimless wheel loading model
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CONCLUSION

The alternative model for description of loadingused by walking pedestrian, was described in
this paper. This kinematic model is based on thgemznt of the inverted mathematical pendulum
and describes kinematic aspects of pedestrian’s @@jektory. The loading forces were expressed by
equations (3) and (4), which described initial eabhtetween foot and structure and the transmission
of body weight during stance phase. DLF model wseadufor the comparative calculation of the

acceleration response. It was applied in the nffistemt spot of the structure — mid-point of theas.

It is obvious from Fig. 4 and from the evaluated &Malues:ag,q imess= 0-1 8gys pr = 0.09that

Rimless wheel model provided sufficient resultsémparison with DLF model of pedestrian.
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DYNAMIC PACKING ALGORITHM FOR
3D WANG CUBES GENERATION

David SEDLBAUER?

Abstract: This contribution deals with a concept of 3D Wallgs (cubes) as a tool for the heterogeneous
material modelling. A dynamic packing algorithm fbe Wang cubes generation is introduced. Thisrélya is
based on a particle movement, particle growth agdagnical phenomenon such as elastic collisions.dHar
particles are represented with spheres of equalir@dset of 3D Wang cubes include 16 differentesutwith
specific boundary conditions which allow us to cosgmaterial domains using a stochastic tiling ailtpon. In
the presented work sets of Wang cubes with a highlame fraction and required final hard particlpesitions

are generated. This approach tests ability fortiertusage of a proposed algorithm for real micrastures.

Keywords: Material modelling, Wang tiling, packing, dynanailgorithm, heterogeneous materials

INTRODUCTION

For a heterogeneous material modelling severaloggpes how to represent a microstructure of
such domains can be found. Most of these methodsausoncept of the Representative Volume
Element (RVE) [1], [2]. The RVE can be defined aaall enough sample of a reconstructed medium
that enable efficient usage of numerical methodsnfodelling but also include whole information
about material domain. The main task in every dkifim of the RVE is determination of a size of such
sample. In [3] it is shown that the sizes of theERNeed not to be equal for the same material.
Therefore a concept of Statistical Volume Elemd&gES) in [4]was proposed. For this approach

effective properties are obtained over the whaletthese small elements.

For creation of the RVE or SVEs the most commonreggh is usage of the Periodic Unit Cell
(PUC) [5]. However, during a reconstruction of meteneous media with the utilization of these unit
cells unwanted artefacts of periodicity occur frhra very nature of these concepts. In contradtiso t
approach is the concept of Wang tiling. In hereirdgmite aperiodic or a strictly aperiodic plane
(material domain) can be stacked with a small detiles, Fig 1. These tiles/cubes can also be

considered as the SVEs.

! Ing. David Sedlbauer, Department of Mechanics, uRacof Civil Engineering, CTU in Prague,

david.sedlbauer@fsv.cvut.cz
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Fig. 1 Reconstructed medium, optimized microstmactising the PUC and Wang tiles [6]

The generation of a set of 3D Wang cubes can be asea highly constrained hard packing
problem. The distribution of hard particles witldammatrix largely determines a considerable amount
of material properties, especially the mechanic@so At the same time the integrity of particlesnn
overlapping) need to be preserve. Therefore a dyngacking algorithm for the 3D Wang cubes
generation is proposed and tested for an artiffgsgudo-material with a higher volume fraction and

predefined placements of hard patrticles.

The main purpose of a testing is to find out wheikdt possible with a proposed algorithm to
reach the required particle positions with a faiféiht of stochastic tiling boundary conditions. e t
future continuation of the work particles positioisa generated microstructure will be optimized
based on the best so far particle positions witipeget to a sameness between the reference and the
generated medium. The concordance rate will benddfiwith a microstructure description using

statistical descriptors.

WANG TILING IN 3D

Hao Wang in [7jasked whether a set of tetramino tiles (squards ealoured edges as codes) can
stack an infinite plane. Originally he concludedtth periodic part of an infinite plate can be letac
with a set of finite number of tiles. Over timesearches find and reduced the tile set enableav® p

an infinite plane. Finally, the set presentedioyik in [8] contains only 13 tiles, Fig 2.

1 1 1 2 2 2
2“1 2“3 1.3 1 23 2 3“1
3 1 3 1 3 1
4 3 1 1 4 3 1
NS DED
2 1 2 4 2 1 1

Fig. 2 The set of thirteen tetramino tiles for thieg of an infinite plane

174



Nano and Macro Mechanics 2014 Rgafl Civil Engineering, CTU in Prague, 2014, ™8eptember

Nevertheless, in Material Engineering there is aechto have a strictly aperiodic plane. For such
fields of interests a Stochastic Wang Tiling thaswees non-periodic but not a strictly aperiodiagi

is sufficient.

Generally the Wang tiling is characterized by a aktiles where each single tile in 2D is
represented as a square with codes (colours,dedter) on the edges. As for 3D tiling, the seinfor
cubes with codes on walls. If we considgrc,, ¢, as a number of different codes for wallsxjry, z

directions, then the minimal number of cubes withset is defined with the following formula:
NSD = ZQ(CyCz (1)

Equationl says that for every combination of codesxpy andz direction there always must be
a possibility to choose a next cube from two pdesslamples. This prescription is in accordance with
the stochastic tiling algorithm introduced by Coletral. in [9]. If we consider two different codies
each direction (e.g. 1, 2 far 3, 4 fory; 5, 6 forz) minimal set of Wang cubes include sixteen cubes,
Fig 3. The tiling algorithm expanded to three digiens starts with the first cube randomly chosen
and placed to the grid of a material domain. Thid gepresents a volume that will be filled with
Wang cubes. The algorithm then adds cubes graduaihby row, column by column within a layer
and then layer by layer. In Fig. 3 there is a $efMang cubes where every cube is designated with

a set of numbers that determine codes (left -kt rgx, front —y, back +y, lower —z, upper +z).

Fig. 3 The principle of the stochastic tiling in 3®minimal set of Wang cubes for the stochagtigti
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DYNAMIC PACKING ALGORITHM

The main idea of the proposed algorithm is to btiples grow from the initial zero volumes and
allow them to move within their zones that ensinme compatibility of the Wang cubes according to

rules of the stochastic tiling till a stopping eribn is achieved.

Considering the nature of practical problems ofetefogeneous material modelling we assumed
that we were assigned a volume fractddnand geometric parameters (radii) of solid parsicle
The cube size should be defined early in the psodésowledge of the cube size, the required volume
fraction and the given sphere radii enable us terdéne the total number of spheres within the whol

set and every single cube of the set respectively.

After setting of the above mentioned parametersjraber of time steps during which the whole
process took place needs to be established. Tigerea number of sphere centres are semi-randomly
thrown into the matrix. To these centres, initeridom velocities are assigned. Over time, thegbesti
move semi-randomly and its radii increase conseelytiuntil the final radii at the last time stepear

reached. During this motion the dynamic phenomeich as elastic collisions occur.

Boundary conditions

Before the start of the algorithm some boundaryd@@ns that ensure ability of stochastic tiling
with final set of Wang cubes need to be establisHexdsphere during the motion leaves any of Wang
cubes through the wall then this particle havedadpied into other cubes with the same coded wall
as is the abandoned one. Unfortunately such coggingnacceptable in the terms of changes in the
volume fraction of individual cubes as well as lo¢ tvhole set. Therefore each single cube is divided
into six marginal (border) volume parts correspagdio the walls of a cube and one central part.

Width of the border parts is equal to the final mad particle diameter, Fig 4.

The centres of particles that are at the beginpinthe algorithm assigned to parts of the cube,
move then only within this part. If we divided cshato the border and the central parts a deadespac
occur on the edges of cubes where the particleesoan never get to, Fig 4. Note that just théresn
of particles cannot go through the border and gweral parts but the spheres are able to intettere

neighbouring parts and collide with particles a$tpart.

Collisions

During a particle motion two types of collision accThe first one is a collision of particle with
borders of the appropriate volume part. The seadastic collision is between particles. The main

task is when these dynamic phenomena occur.
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Fig. 4 Division of Wang cubes into border and cahttolume parts

The velocities after a rebound from a wall are adicg to the Law of Action-Reaction. The

earliest time of a rebound from a walt, depends on the current sphere position and itsciygl
Determination ofAt, is according to the following equation:

At, = min{dx; /|vx;|; dy;/|vyi|; dz;/|vzi|}, (2

wheredx; , dy;, dz; are the distances from the centre of the paititdethe wall of the appropriate

volume part in a direction of the particle veloestirx;, vy; andvz; respectively.

The earliest time of the second type of collisi@pehds on the current sphere position and the
position when the distance between the centreki®fplarticlei and a particlg is equal to the sum of

the radii of these particles. This time can berasfiwith the following formulas:

(g —x)? + Oy —y)* + (7 — 2)* = (15 +1)%, (3)

x; = xf +vxf-Ate, yi=yf +vyf-At,, z; = zf +vzb-At,, v =1f+dr- At (4,5,6,7)

r.

j=rf+dr-At, (8,910, 11)

— .t ¢ — .t ¢ _,t t
xj = x; +vxj-Ate, y; =y +vy; - At., z; =z +vz; - At,
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wherex;, y;, z;, %}, y; , zj, are the collision coordinates of the sphiesedj, x{,y/, z{, x}, ¥/, z}, are
the current coordinates of the sphieamd]. The current discs velocities are designateld vy!, vz},

t t .t t .t
vx;, vyj,vzj, andr, 1,1y, 1

7 are the radii of the sphefeand] in the current time and in the

collision time. The growth rate of particles debes the variabldr andAt, is a time elapsed since
the timet till the time of collision. The next collision tienis a minimum of real positive roots of the

equation 3.

The particle velocities after the second type dlision are calculated according to the Momentum
conservation law and the Conservation of the enéaxgy Before this calculation the velocities of
collide spheres must be transformed from the glalmardinate system to a collision coordinate
system. The vector of particles normal velocitieghen in direction of connecting line between the
centres of collide spheré&d andSj. This direction determines the position and thiertgation of the
X" axis in the collision coordinate system. The transftion (rotation) matrix from the global
coordinate system to the collision coordinate systellows the Euler Angle Sequence (1.2.3) [10],
see equation 12 and Fig. 5. There the system iseséqlly rotated by an angjealong initialz axis
and after that there is a rotation along new gkiby an angles. The third rotation is in our case

unnecessary and rotation by anglalong axis<” is equal to zero.

cosfi-cosy cosf-siny —sinf
T=| -siny cosy 0 (12)
sinff-cosy sinf-siny cosp

Fig. 5 Euler Angle Sequence (1.2.3)

PACKING EXAMPLES

Early tests of ability of the proposed dynamic pagkalgorithm were made on artificial media

with the predefined volume fraction and the pagtigbsitions that should be achieved. This is becaus
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of a further utilization of some optimization teddue based on the best so far particle positions to
which the particles are directed. The chosen exesngle based on knowledge of a sphere packing in

cubes with lower number of spheres but with thé&ig/olume fraction.

There is also need to modify a particle velocitakulation. In the early investigation there were
random velocities that changed only after elastitistons with a respect to the Action-Reaction law
with no allowance. For the task of achieving predsf particle positions the velocities are modified

after each collision and a time step in accordaviteequation 13.
vt = w-vf+ ¢ (pg —pi) (13)

wherev*2t is the new velocity after a collision or a timestv! is the original velocity at the

timet, w is a weight factor that is gradually reduced diree steps from the initial value 1 to the final
value O, is a multiplier of difference between the requipedticle positiorp, and the current particle
positionp;. The parametear has value 0,5. Of course it will be easy to skigh value for parameter
¢ and zero for the weight factor to immediately fetite required positions and wait until the paeticl

grow up to the final radii. But this approach caever test a functionality of the algorithm with

a respect to a particle motion, elastic collisiand the boundary conditions of the Wang cubes.

Tab. 1 The packing examples for the 3D Wang tiling

number of number of number of , : : the highest
, . , . . . final radius achieved 2
particles in | particlesin | particlesin . : possible
of particles | volume fraction ,
one cube | bound parts| central part volume fraction

2 0 2 0,634 0,26683 0,26683

8 1 5 0,500 0,52358 0,52360

8 2 2 0,500 0,52359 0,52360

27 6 9 0,333 0,52359 0,52360
CONCLUSION

In this paper a dynamic packing algorithm for theny cubes generation was introduced. In
comparison with widely used concept of Periodictuell (PUC), the stochastic Wang tiling both
in 2D and 3D is able to stack a final heterogenenadia with highly reduced unwanted artefacts of
the periodicity. The minimal number of the Wang esilwithin a set for the stochastic tiling is sixtee
In this work an artificial material composed of thaphere particles within a matrix was taken into

account.

The proposed algorithm is based on the particleemmant and the growing of particle radii from
the initial zero to the final required value. Duwedynamic phenomena of collision the final medium
doesn’t suffer from unwanted particles overlappBmme basic artificial materials with the prededine

particle positions according to knowledge of pagkiri spheres within cubes are generated. This was
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done to have some early tests of the algorithmaftuture utilization of a particle optimization leas

on the best so far particles positions (given sxfee microstructure) to which particles approach.
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INFLUENCE OF RECYCLED AGGREGATE ON PHYSICAL,
MECHANICAL AND DEFORMATION PROPERTIES OF
CONCRETE

Magdaléna SEFFLOVA!, Tereza PAVLU?

Abstract: This article deals with physical, mechanical andodeation properties of concrete containing

recycled concrete aggregate. Two types of recyctmtbrete aggregate were used for the productiothef
concrete, which originate from the same recyclidgnp For the testing of concrete, a total of soncrete
mixtures were made, one of which was a referengeursi and in others a coarse fraction of naturabeggate
was in varying ratio replaced by recycled aggregdtee test results showed that using of recyclegegate as
a partial replacement for natural aggregate in cogte causes deterioration of its physical, mechanand

deformation properties.

Keywords: recycled aggregate, recycled concrete, influepceperties of concrete

INTRODUCTION

The use of construction waste as a source of agtgdgr the production of new concrete is one
way how to follow sustainable building. The incriegsamount of construction and demolition waste
on landfill, on the one hand, and the scarcity afural resources for aggregate, on the other hand,
encourages the use of construction and demolitiastavas a source for construction aggregate. Use
of recycled aggregate in concrete helps to reduteapy raw materials and the amount of

construction and demolition waste in rubbish dumps.

In the Czech Republic, the recycled aggregatead osly for backfills. A reason why the recycled
aggregate is not used in concrete is a low levédnofvledge of the material. The poor and different
quality of recycled aggregate in recycling planmsthe Czech Republic is problem as well. It is

necessary to test the properties of recycled agtgeand concrete with recycled aggregate.
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2 Ing. Tereza Pail Czech Technical University Prague, Faculty of ilCivEngineering,
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MATERIALS

Two samples of recycled aggregate were used insthidy. The recycled aggregate was obd
from the same recycling plarithe recycled aggregate was divideto two fractions 4~ 8 mm and 8
— 16 mm. For differentiatiorthe first sample of recycled aggregwas marked Aand the second
sampleof recycled aggregate was marke:

Physical properties of recycled aggregaere tested by pycnometric method according &N
EN 1097 - 6 [1].The average results are shown in Fig. 1 a Fii The density of recycled aggreg:
was about 18% lessompared with natural aggreg. The water absorption capacity of recyc
aggregate was about 7 times higher (fracti— 16 mm) and about 10 times higher (fractio— 8
mm) than the water absorption capacity of natuygtegate

14.00
— 12.00 L1z
= °
=
=z, 8 05
E 10.00 T 5=
5 I
=
£ 5.00
= ® Fraction 4 - 8 munm
[ —
e 65 .00 .
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=
2.00 y
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-
D.00
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Fig 1 Water absorption capacity of natural and reled aggregat
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Fig. 2 Density of natural and recycled aggregate
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PREPARATION OF CONCRETE MIXTURES

For the experiment, there were prepared six comengttures. The first mixture was reference one
with natural aggregate (REF). In other mixturesurad aggregate was replaced by recycled aggregate
of varying ratio. The fine fraction was natural dan all mixtures. Two mixtures were prepared with
concrete recycled aggregate A. In the second ctnonexture (50A), 50% of the natural aggregate
was replaced by recycled concrete aggregate. Iththee concrete mixture (63A), 63% of the natural
aggregate was replaced by recycled concrete aggrégamaining three mixtures were prepared with
recycled concrete aggregate B. In the fourth cdacneixture (31B), 31% of the natural aggregate
were replaced by recycled concrete aggregate.dliifth concrete mixture (50B), 50% of the natural
aggregate were replaced by recycled concrete agfgreqd in the sixth concrete mixture (62B), 62%
of the natural aggregate were replaced by recyobedrete aggregate. Because of using only coarse
fractions 4 - 16 mm of recycled aggregate, wereimalreplacements 62% and 63%, which is 100%

replacement for coarse aggregate.
For effortless comparison, all mixtures were destgwith the same parameters:
e exposition class XF1

« effective water — cement ratio 0.5

amount of cement 320 kgim
e strength class C 30/37.

Amount of water was modified according to the watbsorption capacity of recycled aggregate.
For all concrete mixtures five cubes of dimensitb8x150x150 mm and three beams of dimensions
100x100x400 mm were made.

PROPERTIES OF HARDENED CONCRETE

There were tested physical, mechanical and defawvmadroperties of hardened concrete. It is
possible to say that there is a loss in the phlyaied mechanical properties of concrete with resycl
aggregate [2, 3]. The properties of hardened redycbncrete depend on the quality and amount of

recycled aggregate [2, 4, 5].
Density of hardened concrete

The density of hardened concrete were determinedrading toCSN EN 12390 - 7 [6]. Fig. 3
shows the correlation between the density of haadesoncrete and replacement ratios of recycled
aggregate in concrete. With the increase of rephant ratios of recycled aggregate the density
recycled aggregate concrete decrease. While theitgenf concrete containing 50% of concrete
recycled aggregate B was 2233 kij/the density of concrete with 63% concrete reayelggregate

was 2146 kg/rh The decrease of density was similar to concrétte necycled aggregate A and
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concrete with recycled aggregate
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Fig. 3 Correlation between replacement ratio ofyeed aggregate and density of conc

Water absorption capacity

Water absorptioapacity of hardened conte wastested on 150 mm cubes. Theerage results

are shown in Fig.4Water absorption capacity of hardened concretdagwed recycled aggrege

increased about 2 times than reference conclt is determined that as the proportion of conc

recycledaggregate admixtures increased, water absorptipacis increased in hardened conc

with concrete recycled aggregi
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BREF - average M50A - average BG3A - average M3 1B - average M50B - average

I

62B - average

Fig.4 Water absorption capacity of reference ancyated concret
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Compressive strength

Tests of compressive strength were carried outsghrim cubesThe compressive stren( were
determined according t6SN EN 1239C- 3 [7]. Five concrete cubes were casted for each cor
mix proportion for 35 days. Theompressive strengths of the catermixes are shown in |. 5. The
highest decrease of compressive strength was a45 % for concrete samples wila 63 %
replacement ratio afecycled aggrega The decrease afompressive strength was dependecthe
amount of recyad aggregate. F. 6 shows the correlation between the compressive gitreof
hardened concrete and replacement ratio of recyagigdegate in concretThis graph proved a line
dependence between the compressive strength afleelcsgggregate concrete and amount cycled
aggregate in concrete mixtures. With the incredseeplacement ratio of recycled aggregate

compressive strength recycled aggregate concreteats

[ i

Compressive strength [MPa]

BREF - average M50A - average W63 A - average M 31B - average BM50B - average ' 62B - average

Fig. 5 Compressive strength of reference and recycbncret
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& 2000 /™ Linear (RA A)
] .
= i0,00 —m—n — — — 77T Linear (RA B)
S
0]

0,00
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Replacement ratio [%6]

Fig. 6 Correlationbetween replacement ratid recycled aggregate and compressive streiof

concrete
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Flexural strength

Tests of flexural strength were carried outthe beam®f dimensions 100x100x400 mnThe
flexural strength was determined accordingC®N EN 12390- 5 [8]. Three concrete beams we
casted for each concrete mix proportion for 28 dage flexural strength was tested unc load in a
four-point bending. The avage results are shown irig. 7. The flexural strength of concre
containing 63% of concrete recycled aggregate A about 5.11 MPa anthe flexural strength ¢
concrete containing 62%cycled aggregate B wabout 3.66 MPaThe increase of flexural streng
was caused by diffent circumstances during hardening conciThe samples 63A were cured un

water;other samples were cured on

ad

i

Flexural strength [MPa]

BEEF - average M50A - average MG3A - average M31E - average W50B - average 7 62B - averaze

Fig. 7 Flexural strength of reference and recyatedcret:

Modulus of elasticity
The modulus of elastigitwas conducted on beamsdimensionsl00x100x400 mm. The dynan
modulus of elasticitywas tested by ultrasound meth«Out of the ultrasound methi results was

calculated static modulud elasticity:
Es=0.83 K [9].

The averge results are shown in Fig. The decrease of modid of elasticity was different fro
concrete with recycled aggregate A anc Modulus of elasticity of hardened concrete contd
recycled aggregate A watecreased about 52% than reference concrete ahdrdéned concre
contained recycled aggregateM@sdecreased about 39%.
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Modulus of elasticity [MPa]
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Fig. 8 Modulus of elasticity of reference and rdegoconcret

CONCLUSIONS

In this paper, experimental results for the physiogechanical and deformation properties

recycled concrete includeal different replacemenatio of different types of recycled aggregate

presented and discussé&kgarding the physical, mechanical and deformatimperties of concre!

produced with recycled aggregate from constructiand demolitions, based on the results of

researclit is possible to conclude th

The increased content of recyclecgregates causes a deterioratfysical, mechanical ar

deformation properties of concrete with recycledragate

The use of recycled aggregate in concrete, ittiglooled thatheincreasing replacement re
of recycled aggregate in recycled concrete negatiwafljpences resulting properties of

concrete.

The main degradation of properties was observeddorpresive strength, whermore than

45 % decreas®r 100 % replacement coarsdraction by recycled aggregate was reacl

It is possible to say that recycled aggregate con@qiessible to be used in the construc
with low requirements for compressive strength frost resistanc

It is necessary toptimize a concite mixture wih respects to deterioratqproperties. The

deterioration oproperties is ncpossible to compensate for tinereased amouiof cement.
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FORCE ANALYSES OF A DOVETAIL JOINT
Karel SOBRA?, Jorge M. BRANCO?, Petr FAJIMAN °

Abstract: Two basic approaches of an analytical solutiorthed response of the dovetail joint to the monatoni
loading are discussed in this paper. Force disttitm to the monotonic compression and tension ®@famt and
an effect of positive and negative bending momanetsolved using various simplifying assumptiond asing
principle of virtual work. In the solved examplése material characteristics obtained from the axpental

campaign performed at the University of Minho, laggl, are used.

Keywords: dovetail joint, analytical equations, principte virtual work

INTRODUCTION

Due to neglected maintenance, influence of wootiAgtfungus and wood-destroying insects,
mechanical damage, etc., wooden trusses, whictbasieally ones of the oldest structures in the
world, degrades and need to be repaired. Sincerigisk trusses frequently belong to buildings af th
Cultural Heritage, their reconstruction is usualhder supervision of Monument Care Department of
Ministry of Culture of the Czech Republic. Therefall interventions must preserve the originality o

the construction. Due to this, traditional carpgnaisually all wooden, joints have to be used.

All interventions have to be supported by an adeudiagnosis and analysis to decide if an
inspected element can be reinforced or needs sulbstitutedin this analysis phase, the assessment
of the behaviour of the carpentry joints is crucidints play an important role in the stress
distribution within the structure as they represt@ key elements in terms of strength and
ductility [1].

In spite of that historical joints are constructadhe same way during the ages, just by routine,

there are not many studies, nowadays, focusedstoriaial joints [2-11].
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Work presented in this paper aims to contributegied of analysis of carpentry joints by presenting

an analytical evaluation of one of the most wideead carpentry joints, the dovetail.

DOVETAIL JOINT

During Gothic and Baroque periods high roof witlglanmore than 50° were used. Collar beam
truss (seen ifrig. 1) is an evolution of a construction, which can Isedito resist higher wind load
which is caused by bigger inclination of a roofiliZation of the collar beam in the constructiontioé
truss minimizes rafters span and in the same tilteases stiffness of the truss as a whole. Dthégo
the collar beam truss was one of the most commasBd truss construction during Gothic and

Baroque periods.

Fig. 1 Collar beam truss: chapel in Kozojedy(di Czech Republic) on the left and truss of Chuaifch

Saint Anna in Prague (Czech Republic) on the rgtite dovetail joints are in circles

The dovetail joint is the most commonly used tiadal carpentry joint, which can be found in
collar beam trusses. It is complete wooden jointtviconnects two elements in a general angle.dn th
joint, both elements are weakened of 1/3 of thetiwad thinner one to fit together and whole joisit i

held together by the key.

Forces in the joint are transferred through thedicontact of the contact surfaces (further called
compressive areas). Even the highly deformed kayst# hold whole joint together, but due to gaps
which appear in the joint, compressive areas asdlenand local stresses increase. For differgregdy

of loading different compressive areas are invokeethe force transfer as can be seefig 2.
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o
/ .

a

Fig. 2 Compressive areas of the joint for a) clogdedbending moment and b) anticlockwise bending

moment

Since the forces which the joint is able to transfiee depended on the compressive areas, it is
possible solve the joint’s equilibrium from the gestry of the joint. It is obvious that angle has
main influence on the compressive areas size. Wiithrising anglex, the size of the compressive
areas is lover, what causes bigger stresses ijpititeand lower bearing capacity of the joint as a
whole. Relationship between the compressive atieasasda angle can be seen kig. 3. Elements
with cross sectionb= 0.12 m xh= 0.16 m and= 0.12 m xH= 0.2 m were used fd¥ig. 3. Influence
of the offseto was neglected during the size of compressive ar@aslations. Labelling of the areas
corresponds with the labelling of the force§iat 2.

0.08
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€ 0.06 —
s — - =Az
g 0.05 —8— Axl
% 0.04 — AX2
(%3]
® 0.03 A3
g ceeees AxA
8 0.02

Ac
0.01 At
0
15 25 35 45 55 65 75
Angle a[°]

Fig. 3 Angle - compressive areas size diagram

At Fig. 3 A, is the compressive responsible for transfer of fivee F, from Fig. 2. Other
compressive areas shownFag. 3 show the same relationship between a compresspaeaad a force
from Fig. 2 as was mentioned for compressive akgand force-,.
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Force distribution in a dovetail joint

Despite the full theoretical utilization of the cprassive areas is not possible due to manufacturing
errors, method mentioned above is useful only fambgeneous materials. Properties of wood are
different in different directions and depended be aingle of loading. Due to this it is necessary
connect material characteristics (strength depermtedhe loading angle, stiffness, ...) and the

geometry of the joint

Since different compressive areas are used duiifeyeht types of loading, it is useful to solve
that loading types separately. At the beginnirig itnportant to describe joint's behaviour to tlaesio
types of loading — compression and tension of i jand influence of positive (anticlockwise) and

negative (clockwise) bending moment.

When the joint is under influence of tension, tenpressive areas (bold and with arrows) shown
at Fig. 4b) are used for load transfer. As it was mentioneovapforces are transferred by direct
contact what causes deformation of those areas.inMdxforce which can be transferred by a

compressive area is possible to establish accotdiig.

/ Fad ' Fauf  /
z’{f'__.*fiz'__-'_,'___'é‘.‘-i‘_f_'/ a7 @)
/ | / g
o F / /
/ f
oS, AL e, .

\I‘I‘I/

a) b)

Fig. 4 Compressive areas of the joint a) for corspren of the joint and b) for the tension in thiago
Foi=Af (1)

In (1) A is a compressive area arfgﬂ is compressive strength of wood depended on ttiada

angle to the grain in the place of the compresarea.

For further analysis it is important to establigime assumptions. For certain simplification it is
assumed, that parts of the joint which can be defdrin some direction, have the same deformation
in this direction. If the elastic bearing capaafythe joint is assumed, the joint is strong asvsikest
part. And the last one assumes uniform stressilwlison on a compressive area. From the second
assumption, using equati@R), it is possible to calculate the deformation of theakest part of the

joint.
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n=k;'f., ()

In (2) r, is deformation of a compressive area ekﬁy is reciprocal value of the stiffness of wood

according to the loading angle.

Based on the assumption of the same deformatiois, gossible to calculate force, which is
transferred by other (not the weakest) compressigas on limit deformation. Then, overall bearing
capacity of the joint is calculated as sum of tleecés on all compressive areas during limit
deformation. Deformation and force distributiontbe compressive areas are possible to obtain using

this approach what is used for the calculatiorhefjbint response to the loading.

Stiffness of the material is used during calculatid the deformation of a compressive area as is
possible to see ifR). Usually it is difficult to find stiffness of woodnd its calculation from other
material characteristics is not possible. Due i® éim experimental campaign performed at University
of Minho, Portugal, Guimardes, was made. Some mateharacteristics including the stiffness of
chosen wood species were established during thpaigm The following wood species were studied
during the compression tests: Scots piRes silvestrys Silver fir (Abies albd, Maritime pine
(Pinus pinasterand chestnutGastanea sativja The first two are ones of the most widespreaddvo
species in the Czech Republic while the othersameocommon in Portugal. In the model calculations
shown later, material characteristics obtainedrduthe experimental campaign are used. More about

the campaign can be found in [12].

Bearing capacity of the joint to the compressiors vestablished according {8). Values of
transferred forces to the loadinghf 25 kN can be found ifiab. 1 Since the key element, especially
a compressive area which transfers loading to/ftbm key should be the weaker part of the
construction, results of the force analyses tadhsion is almost the same as in compression. iBgari

capacity to the tension of the joint is shown inatpn(4).

d 2
TR,c: fQOAl-l_ fcu A2a+ fca Azb: qu(?% jyl-l-

+f ( h Ebjy + f ( 2h —1jy
““\3sing 3 )’ | 3simr 3)°%®

m 2 2
TR,c = 1:t;O'A‘.L-i_ fcp/Az: ch(?E bj y1+ fca( kHO_3 tﬂy‘ (4)

@)

Symbols used in3) and (4) are described irFig. 5. A is a compressive ared_,; is the

compressive strength parallel with the grafy, ; is the compressive strength angled to the grain in
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the anglen, z and x are arms of the forces to the key, what is thatpafi rotation, J; is coefficient

of area (how many percent of the compressive areesed from theoretical maximum compressive

area) and is the width of the skew element.

Fig. 5 Symbols used in equations (3) — (6)

The same approach is possible to use to deterraspmonse of the joint to the bending moment.
During action of positive (counter clockwise) berglimoment two compressive areas act in force
transfer as is possible to seeFad. 2b), what is captured ifb). When negative (clockwise) bending
moments acts, three compressive areas accordifggto?a) are used for force transfer. Bearing

capacity to negative bending moment can be catxilay(6).

Xk
. 2 |H-z H- k o
M™ = fc,aAAZ4+ fcp/ ASZSZ tag SiT;k—24y4+(_2_ L(j 2 Vs (5)

M*=f o AX+ T, (Az+ Az)= t,g{ h 3%(“‘2” h j}

3sina 3 tga 3siy
+fc,a(k2bVH_z“+zK‘°—2bV 4— j

(6)

23t 2 sing 3°° 2

Symbols used in equatiofi) and(6) are the same as was used in equai@ynand(4).

Since forces are transferred by direct contacthef élements, it is assumed that deformations
measured during experiments on those compressiaas atan be influenced by decline of local

stiffness. The same behaviour was observed dunmgampressive test in the experimental campaign,
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where two different stiffnesses were obtained. Tdveer one, called “local”, was measured in the
places where material in direct contact with suppod force actuator (those places showed higher
deformation than specimen as a whole) was usechfoulation of the deformation of the compressive
areas. Other option is to calculate alternativiénstss according t¢7) where two springs, represented

two material with different stiffnesses, are cortaddn series.

K= (7)

In (7) kg is the “global” stiffness and, is the “local” stiffness. Approaches of using ditént

stiffness, mentioned above were used to calcutate$ fromTab. 1 where comparison of calculated

forces according to used type of stiffness andraieg to the angle between elements is shown.

Tab. 1 Forces transferred during compression ofdbreetail joint

Skew angle of the joint

Force 30° 45° 60°

[kN] Kg k K Kg k K Kg ki K
Fnoa 23.4| 18.1| 18.9| 24.1| 20.3| 21.0) 244 21.4, 220
Fno2 1.6/ 6.9 6.1 0.9 4.7 4.1 0.6 3.6 3.0

Principle of virtual work

If an analysis of the joint should be more detailedluence of friction forces is assumed or
influence of the key on the geometry of the keyudthde known, the approach mentioned above
cannot be used. It is necessary to made new mautethe force equilibrium. More complex

equilibrium to the compression is showrFaj. 6a)

; / ,
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/ /" ’,./ // ,/ /
/ / / [/ / //
4 ( /
/ ) /N / 4 /\
/ T a) /u
VAARY, )
/ ‘ﬂ' /- "‘IJ /ﬂ'
_// i [ // " TS‘*TEZ
,,,,,,, 4| O S A S B S T | T—
"IL’——— N .} / Nk . .‘"I Fﬂz
/‘./ T1l “( / \‘( “.‘" //
/ ;
a) b)

Fig. 6 Forces in the joint during a) compressiordds) tension
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For the joint it is possible to set equations ofiifogrium, three basic equations are available;
equations of equilibrium in horizontal and vertidalection and one moment equation of equilibrium.
In general, there are more than three unknown $oircghe joint. To solve this problem, principle of
virtual work [13] can be used. Thanks to the knalgke of the stiffness of wood materials it is pol&sib
to use both the virtual forces and the virtual ispments. Remaining conditions of equilibrium,
which are necessary for finding the solution ofiopium, can be replaced using principle of vittua
work. For final virtual work solutiorf9), displacement solved using approach mentionedeaban be

used.

In (8), equations used for the joint loaded by compresticce are shown. Friction forcds can

be calculated using coefficient of friction &s= (/N , where i is the coefficient of friction andN is

the compressive force acts to the friction areac&in the joint there are only three unknown ferce

according to th€8), it is possible to calculate equilibrium only usii®).

M+: Fx6 D(Fs_Tslizm_ leD)h_ -EXD41:O
=N, +N +T, +T.=0 8

1x

11V, +\ + R+ T, =0

As is shown aFig. 6b), during the tension there are four unknown folinethe joint. Force which

will be later calculated using the principle oftuial work is horizontal forcd-, . At the beginning the

equilibrium is created on the essential systemint joithout the F,, force. In the next step force

distribution on the essential system is calculatéthn the joint is loaded by non-dimensional virtua

force X - usually chosen as “1”. Force distribution isccddted with the virtual force. From those two

states, the equilibrium of displacements accortin@) will be created and unknown forde, can be

calculated. Forcd, is equal toX; from(9).
9 IX;+3,=0 (9)

in @ 4

; is displacement in the placen the direction of acting virtual forc;, X, is virtual

force in the directiol, both those quantities are calculated on the jaitit acting virtual forced,, is

displacement in the essential system in the plaoel direction of, Jis displacement known from

the previous chaptéForce distribution in a dovetail joint"in the place whereX acts in its direction.
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Tab. 2 Forces transferred during tension of thealaW joint calculated based on the principle of

virtual work

Skew angle in the joint

Force [kN] 15° 30° 45° 60°
Fsx 0.9 4.6 7.9 8.3
Fsz 0 0 0 0

N 23.3 171 9.8 4.2
Vi 6.5 12.5 17.7 21.7

The same approach can be used for calculating thstebution for both bending moments, where
even more unknown forces appear. For the posigeing moment there are six unknowns and for

the negative bending moment there are seven unisiown

CONCLUSION

Two different ways of solving the force distribution the dovetail joint loaded by solitary forces o

moments were shown. Those two approaches are f@ssitbine to obtain more detailed solution.

It has to be pointed, that with higher inclinatiofiithe anglex between the elements, loading of the
key element, which can by the weakest part of ¢ivg,jespecially when wooden key is used, rises. In
the analytical solution, the mechanical propentie&ined from the experimental campaign performed
at University of Minho were used.

Nowadays experimental test of the joint loaded dijtesy forces and moments are made. Those
experiments should prove theoretical behaviour shmathis paper. If the analytical solution will be
in the match with the experiments, analytical sofutwill be extended for the combination of the
forces. Behaviour of the joint, described with gtiedl formulas should be used for verification of

results of a numerical model created in TNO DiaBMFsoftware.
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INFLUENCE OF PVA-CEMENT COMPOSITE CURING
CONDITIONS ON ITS MECHANICAL PROPERTIES

Jaroslav TOPIC?, Zdenék PROSEK?, Tomas PLACHY?, Michael SOMR?, Vaclav NEZERKA?®,
Pavel TESAREK®

Abstract: Main goal of the presented study was to investighe influence of different curing conditions on
mechanical properties of cement-PVA composite padlest of the cement composites are cured in water
thanks to the instability of PVA the results caraffected. Therefore, the samples having the sammpasition
were exposed to different curing conditions in study to see and evaluate the effect. The firsblssamples
was stored in water after their removal from moldjle the second set was stored exposed to a@rcainstant
temperature and relative humidity. To determineittilsence of curing conditions on mechanical pndies, the

hardened specimens were subjected to destrucBtiageof compressive and bending strength.

Keywords: Cement, PVA, mechanical properties, curing caodg

INTRODUCTION

One of the numerous possibilities to alter the progs of cement-based materials is the addition of
polymer that bonds to the cement matrix. PVA, gasilluble in water, is commonly used for such
purpose [1, 2]. The properties of concrete and roteenent-based materials are also significantly
influenced by the curing conditions, especiallyrat early ages, since presence of water is redgensi

for the cement hydration process and material mande[3, 4]. The purpose of this paper is to
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investigate the influence of the curing conditiashgring the first 28 days of hardening on the

mechanical properties of PVA-cement pastes.

EXPERIEMNTAL METHODS AND SAMPLES

The destructive testing was performed using stahgaocedures. The flexural and compressive
strengths were determined on the 28 days old samigiag the LabTest 4.100SP1 device. The testing
was displacement controlled at a constant rate.bfnim/s in the case of three-point bending and
0.3 mm/s in compression. The flexural test was mptished on prismatic 20 x 20 x 100 mm
specimens and consequently the compression wae@pplthe halves of the broken specimens, with

the effective area of 20 x 40 mm.

Each set contained 6 samples to be tested in lgpradid twice as much in compression. The
samples were made of Portland cement CEM | 42.R&i¢tin, CZ) and modified using 16% PVA
solution SLOVIOL® R (Fortischem, CZ). Water / cement ratio was amistequal to 0.35.
Composition of the tested specimens is summarizethb. 1. One half of the samples were placed
into a water bath immediately after their removahi molds (24 hours after they were cast) while the

other was kept at common laboratory conditionastant temperature and humidity exposed to air.

Tab. 1 Composition of the tested samples

. w/c = 0.35
Curing PVA Cement -
Set | conditions| [wt. %] | [g] V‘fg]ter PVA Eﬁ'““on
CEM dry/wet 0.0 1000 350.0 0.0
PVA1.4 dry/wet 1.4 1000 232.5 87.5
PVA 4.0 dry/wet 4.0 1000 100.0 250.0

EXPERIEMNTAL RESULTS

The experimental results are provided in Figs. TH3e compressive strength of PVA-enriched
cement pastes was significantly reduced and almmsstant with respect to the PVA content, see
Fig. 1. The drop in strength was probably causedamyincrease of porosity, responsible for the
effective area reduction and stress concentratear farge pores. The strength reduction was more

pronounced in the case of samples cured exposad (idry).

The flexural strength is proportional to the amowfitPVA in the cement paste as clearly
demonstrated in Fig. 2. When compared to the nefereement paste samples, the PVA modification
clearly contributed to the higher values of flexusarength. The results presented in Fig. 3
demonstrate the influence of PVA on the values ofing’s modulus, which is reduced in the early

stages of hardening in the case of the PVA-modifi@stes, compared to the reference samples.
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Based on the presented results it is obvious HeaPWVA additions to a cement paste contribute to
the reduction of compressive strength and valuegéooing’s modulus. On the other hand, the PVA-
modified pastes exhibited higher flexural strendthe curing conditions have even more significant
impact on the mechanical performance of cemengpastmaking the cement pastes less resistant to
tensile stresses during three-point bending amshgér with respect to compressive loading. The non-
destructive testing appears to be a suitable tmohfonitoring of mechanical properties in time to

accurately capture the hardening mechanism inrdifitecuring conditions [5, 6].

CONCLUSION

The addition of a suitable amount of PVA to the eatrbased compaosites can favorably modify
their properties, such as mechanical strength pateasn A maximum amount of 4 % of the cement
mass is usually pursued. The PVA additions resulthe reduction of the material stiffness and

compressive strength, but the ability of the conteds withstand tensile stresses is supported.
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COMPARISON OF DYNAMIC AND STATIC STIFFNESS
VALUES IN TIME EVOLUTION: MECHANICAL
PROPERTIES OF GYPSUM SAMPLES

Richard TOUPEK?, Jaroslav TOPIC?, Zdenék PROSEK?, Pavel TESAREK,
Tomas SVOBODA, Tomas PLACHY®

Abstract: The paper presents monitoring of mechanical proge of the gypsum samples. Especially, the
stiffness evolution in time is investigated. Itnienitored using destructive (stress test) and nestrdctive
(resonance method) methods. The stiffness wasnaett non-destructively at first and then destuedti. The
results gave us the time dependent changes ofyiheum stiffness. From the comparison of the stffvalues
determined non-destructively and destructivelys ibvident that results from non-destructive tegtine about

30 % higher.

Keywords: stiffness, dynamic method, static method, gypsuechanical properties

INTRODUCTION

For testing of mechanical properties of porousding materials there are usually used destructive
methods at present. The samples are irreversibiyagad during these tests and test cannot be
repeated on the same sample [1, 2]. This statdbeaseen also in Czech standards which deal with
determination of the mechanical properties becthesaenention of non-destructive tests occurs mostly

only for determination of the frost resistancehs materials.[3].
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The most widely used non-destructive methods, whiah be used for testing of mechanical

properties of materials, are ultrasound and impejstation methods [4, 5].

TESTED SAMPLES AND USED METHODS
Tested samples were made from the grey gypsum b{destrend, Ltd. Czech Republic) with the

water/gypsum ratio 0.71. The samples have the atdrdimensions 40 x 40 x 160 mm. The samples
were unmolded after 30 minutes and stored freelyhia laboratory conditions with the average

temperature 20 °C and relative humidity 50 %.

At first, the impulse excitation method was used @etermination of the dynamic Young'’s
modulus on each of the specimen. The specimen wagoged in the middle of its span - the
fundamental longitudinal nodal position. The acalen transducer was placed at the centre of bne o
the end faces of the gypsum specimen. The oppasitdace was struck by the impact hammer. Both
signals, the excitation force and the acceleratreere recorded and transformed using Fast Fourier
Transform (FFT) to the frequency domain, and thegkency Response Function (FRF) was evaluated
from these signals using the vibration controlistaBruel&Kjaer Front-end 3560-B-120 and program
PULSE 14.1. The test was repeated five times foh ggpsum specimen and resultant readings were
averaged. From an averaged FRF, the fundamengitdoimal resonant frequency was determined for

each specimen.

Based on the equation for longitudinal vibrationtloé beam with continuously distributed mass
with free-free boundary condition, the dynamic YgisnmodulusEy can be determined using the

relation

_ 4mf}?

Ea =0, ®

wherel is the length of the specimen [nmf is the mass of the specimen [kf]is the fundamental
longitudinal resonant frequency of the specimen|[HZs the width of the specimen [m] ahds the

thickness of the specimen [m].

After non-destructive testing, the specimens westet destructively in three-point bending test

and in standard stress test.

EXPERIMENTAL RESULTS

From the results on the Fig. 1 it is evident thmetre are differences in mechanical properties — in
this case stiffness. The difference between maxandl minimal value is about 30 %. The maximal
value was achieved at the time of three days froengpecimen creation. The comparison of the
stiffness from the non-destructive and destruatiaasurements is mentioned in the Fig. 2. The values

of the stiffness were calculated as an averagbreEtmeasurements, the maximal standard deviation
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was 10 %. From the Fig. 2 it can be seen that ifferehce between non-destructive and desteructive

testing decreases in time which could be causdtidogecrease of the water content in specimens.
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Fig. 1 Time evolution of static and dynamic stiéfne
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Fig. 2 Differences between dynamic and staticngtiffes — time dependence.
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CONCLUSION

The time evolution of the stiffness of the gypsupe@mens was determined using two different
methods in the initial phase of development of lalstructure after hardening of the gypsum slultry.
is evident from the obtained results that the tedabm both methods are comparable with respect to

the time dependence and both methods can be used.

Especially, it is suitable to use non-destructiests when the mechanical behavior is needed to
determine in time or environment dependence becthesse methods eliminate disadvantages of

destructive methods.
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EXPERIMENTAL ANALYSIS OF VIBRATION
GRANDSTANDS CAUSED BY CROWD OF SPECTATORS

Martin Verner !

Abstract: The paper describes a research in experimentahsmement of vibration of sport stadium
grandstands superstructure caused by the behavidars during sporting matches. The arrangementhef
experiment and the process of gathering the resutisdescribed in the first part of the paper. Baeond part
presents the results obtained during two spedifattfall matches — AC Sparta Praha vs. FK Teplicev@nber
2nd 2014) and AC Sparta Praha vs. FK Mlada Bolegldovember 24th 2014). Natural frequencies of the
superstructure were experimentally determined. fremnore, the maximum levels and the dominant frecjae

of the forced vibration caused by intense cheeoiiiipe crowd were identified.

Keywords: Grandstands, natural frequency, stadium Letna] Féfiynamic experiment

INTRODUCTION

The behavior of supporters has changed signifigahiting last years. They are not passive more
but they support actively their teams. Togethehwiitis change, structural changes of stadiums are
introduced. The main goal is the capacity. Becallme biggest challenge is the overall urban
development, architects are projecting multi-flapandstands with a long cantilever beafis
combination leads to the point that the most irstitmg thing is dynamic load. Today, dynamic load is
not fully described in any standard. There are inmnexperiments during matches and music concerts

to compute this load. This article is about measerg done during two football matches.

THE FOOTBALL STADIUM LETNA

The experiment was done during a match on the Lefdium. This is the home stadium of AC
Sparta Prague (Sparta). This stadium was choseuseof two major points: the supporters are one
of the most active on today’s football scene anmtbsdly, the stadium is constructed using a long
steel-concrete cantilever beam. Combination ofetastors leads to the maximum dynamic response

of the construction.

History

The stadium has been used since 1917. In yeariil@@#4 decided to rebuild it for a capacity of 45

000 people, but in the same year the main grandistas burned down. So in year 1937, new iron-
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concrete one was opened. Between years 1967 adalldéther grandstands were replaced by new
from iron and concrete with the steel cantilevearbe Outer grandstand, which is pointed to the
“Letenska plan” was used by communist functionadiesng celebration of the®IMay, army shows
etc. On the 9 of September 1994 was the stadium completely rmiztst, only seated places remain
and the stadium meets all standards. From 2003tddeum has heated grass. [1, 2]

Fig. 1 Grandstand Letna [3]

Fans placement and their behavior during match

Most active fans are called “Ultras” or “Banner+oans”. This group is well organized and lead by
one guy. “Ultras” are located in a small piece la# stadium. This part is called “Kotel”. “Kotel” is
most of the time responsible for atmosphere, lepdihfans, performing chores (visual supporting).
But they are responsible also for the biggest jgrobkl on stadiums. The biggest problems are the fun
pyrotechnic during matches, interrupting the matchven stopping the match at all by their fights.

In the last years (since 2004), new supporting oektlas introduced in Czech sports - jumping.
Fans are dragged more in the match and new shket8Jump, if you are Spartan!” started. Leaded
by “Kotel”, usually the whole stadium starts to@sBive fans become active and the active even more
active. The passive fans are not a big risk dutiig type of supporting, but the “Kotel” is well

organized and is really fast synchronized to tiyghrin of the shout.

At the beginning of century, “Kotel” of Spartans aeabig problems. It was located just next the
gate at the east side of the stadium. Manageme8paita tried to get these fans out of the stadium.
The tickets were sold only on name and the polateofs were usually there. The result of all these
things was just that the “Kotel” moved from the gnd floor to the first floor of the stadium. It is

located now at the end of balcony grandstand wisiclausing the biggest effects.
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Sensor BRSNS  Sensor e

Fig. 4 Experiment set up - location of sensors [5]

EXPERIMENT

The experiment began few days before the first ma#dter the grandstand was investigated,
places which will have the biggest dynamical respom vertical direction were chosen. Horizontal
direction was not measured during this experim@igzoelectric sensors Delta Tron, type 4507 BO05
were used. Dimensions of this sensor are: 10 mfx mrh x 10 mm, weight: 5 g. They were attached
to the construction using magnets. Under the “Ropelrt of the grandstand, four steel cantilever
beams were located. We found a microphone on omigese beams. Even the stadium owners didn’t
know the purpose of this microphone and we weragusirong magnets, so this beam was refused
from the experiment. Sensors were put at the ergholi remaining beams. Sensors were connected
via cables to the measurement infrastructure, whiels located next to the “Kotel” part of the
grandstand. This leads sometimes to the situatimerevthe infrastructure was affected by the smoke

from pyrotechnic (smoke bombs and flares).
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EVALUATION PRINCIPLE

The experiment was evaluated by software, which edesloped by prof. Polak, and it is called
Program Material Damping. Evaluation was carrietl that each record was transformed from the
time domain to the frequency domain using the Fastrier Averaging's Transformation (AFFT).
Averaging was conducted ovet 2amples using Hanning window weighting. The freqyethat the
fans were able to induce was compared to the raftgquency of the grandstands. For better
evaluation and reducing compute claims, matche® wet recorded continuously but were divided
into several sections.

First match it hai

0,03 _—
e First Half -3
e First Half -2
0,025 —— First Half -1 —
Break -1
0,02 Break -2 -

Second Half -1
Second Half -2
Second Half -3
Second Half -4
Second Half -5
Second Half -6

Amplitude
o
o
=
w

0,01 -

0,005

2 212223242526272829 3 3,132333435363,73839 4
Freguency [Hz]

Fig. 5 Frequency level of the first match (areadidz)

Subsequent evaluation was performed by using tltevaa@ Microsoft Excel. Only values of
frequencies under 4 Hz were processed. First, thquéncies induced by viewers during its
encouragement were determined. Then, the natwquéncies of the grandstands were determined.
For better illustration the individual records weymphically plotted into one record. The graphical
illustration allows us to observe the changinghef frequency of spectators during the match.

EXPERIMENT EVALUATION

Match Sparta — FK Teplice (2. 11. 2013)

Short description: Match Sparta - FK Teplice wasypt in the 18 round of Gambrinus 's League.
The result of the match was 2:0 for Sparta. GaaisSparta were scored by Brabec (45 +1 min) and

Costa (81min). The greatest dynamic response veasded during the experiment at this time. .
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The graph shows: Viewers caused the most dynansigorese during the celebration of goals
scored (2.40 Hz) Maximum response was achieved whefans thanked his team at the end of the
match (2.52 Hz).

Match Sparta — FK Mlada Boleslav (23. 11. 2013)

Short description: Match Sparta - FK Mlada Bolegiayed in the 15th round of Gambrinus 's
League. The result of the match was 4:1 for Sp&tals for Sparta were scored by Kid43 min),
HuSbauer (67min), Costa (81min) and Bad(@®min). The greatest dynamic response was redorde

during the experiment at this time.

Second match
0,035
0,03 = First Half -4 e First Half -3 [
0,025 i e First Half -2 e First Half -1
e First Half -5 === First Half -6
[} . .
T 0,02 H First Half -7 e First Half -8 —_—
o
s Break -1 = Break -2
€ - P
< 0015 Second Half -1 Second Half -2
0,01 — After match Second Half -3
Second Half -4 Second Half -5
2 212223242526 272829 3 3,13233343523613,73839 4
Freguency [Hz]

Fig. 6 Frequency level of the second match (areét2)

The graph shows: Viewers caused the most dynansigonse during the celebration of goals
scored (2.33 Hz). Maximum response was achieved e fans thanked his team at the end of the
match (2.34 Hz). This fully corresponds with thsulés that were achieved in the first match. Thas w
the last match during the autumn part of the Gamuisris League, after the match the fans performed
the popular choreo that caused the greatest dyrmasponse during the experiments.

Graph also show that the biggest dynamical respasaserecorded during goals scored by Costa

and Bednar, as they are the favorite players oftbed.

Natural frequency of the grandstand

The natural frequencies of the grandstand were ddsermined during the experiment. Based on

the evaluation of the two matches the frequendiéiseograndstand are defined as follows:
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Tab. 1 Natural frequencies of the grandstand

Frequency number Frequency value [HZz]

1 2.66
2.89
2.98
3.06
3.27
3.45
3.83
Other frequencies were not evaluated.

N0~ WIN

The experiment cannot determine at which frequeéheybeams vibrate by them self and when the
grandstand vibrates as whole. To determine thesatigjes, it would be necessary perform other

experiment. This experiment is planned in the futur

CONCLUSION

The experiment deals with frequencies which farglpece during sports events. The results had
shown that fans are most active in the times wherigam scores a goal and then after the matches ar
over and fans give thanks to players for the engyhe match. Fans are able to cause the frequency
close to the natural frequency of the grandstartdd.dn the future there will be performed several
experiments (eg HoleSovice sport hall, stadium $alNi which will confirm the validity of the

experiment results from the grandstand Letna.
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FROST RESISTANCE OF CEMENT-FLY ASH COMPOSITES

Ondiej ZOBAL !, Pavel PADEVET? Tereza OTCOVSKA®

Abstract: One of the main indicators of the durability afiloling construction or building material is theofst
resistance. This paper deals with the frost resista of the binder in concrete, namely cement-fllg as
composites. Mixtures with fly ash were compareti tie reference cement paste. Substitution ofstyveas 40
and 50% by weight of cement. The specimens wejecteth successively 50, 100 and 150 freeze-thalescyit
was a destructive type of a test for frost resistarwhere the endpoint was the change in weigspe€imens

and their waste during freeze-thaw cycles.

Keywords: cement, fly ash, freeze-thaw resistance

INTRODUCTION

Durability of building structures and materialsdsrrently under construction one of the most
important factors. The proof is the inclusion oé tturability of in the European Union in CPR
(Construction Products Regulation) between thecbesijuirements for building construction and
materials [1]. The basic indicator of the durabilitf building material is frost resistancErost
resistance of binder is essential especially ferabncrete. This experiment is concretely focused o
cement-fly ash binder. When substitution of clinkéth fly ash is carried, it has an impact on the
material and mechanical properties of the resultiixture [2]. As shown in the literature, the uge o
fly ash in concrete binder by over unwarranted tiegaopinions should not be a problem for
resistance to alternation freezing and thawing EXfample from practice is construction of the body
dam Orlik, where was replaced from nearly 30 % cenwth fly ash in the design of concrete
mixtures.This concrete even after more than 50 years inabjper exhibits excellent mechanical and
material properties [4]. During the constructiome frost resistance was checked, among many other
parameters, when the decrease in tensile stremgthcampressive strength after 150 freeze-thaw
cycles against not frozen samples [5] was measufedelimination of distrust in this issue, it is
important to carry out further experiments. Theesipents would be especially long term. This paper

compares the frost resistance of the cement past¢ha cement-fly ash mixture with the substituting
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clinker 40 and 50%. The specimens were 17 and 3&hmmld. Frost resistance was measured by a
destructive method. The specimens were subjectéaDtal00 and 150 freeze cycles. It has been

intended to change weights of samples and waste.

POSSIBILITIES OF MEASURING FROST RESISTANCE

The frost resistance can be determined in varioagswThe most frequently used procedure
according taCSN 73 1322 - Determination of frost resistanceafarete (1969) [6]. Specimens must
be in the form of the beams with dimensions 100& 2 400 mm and must be saturated. The samples
are exposed during the test cycles freezing ata180°C for 2 hours and thawing at +15 to +22°C fo
4 hours. The number of cycles is as needed 50,000%0. The monitored parameters are - weight
loss, change in tensile strength for bending amdpressive strength. Coefficient of frost resistaisce
derived from the ratio of the tensile strengthrozEn and not frozen samples. Although it is thestmo
frequently used approach, so major disadvantageciassd with modern cements is that the tensile
strength in bending can increase in concrete dureeze-thaw cycles and thus the coefficient ef th
frost resistance can be greater than 1 [7]. Arrrsdteve to destructive testing frost resistancéhes
standardCSN 73 1326 - Resistance of cement concrete suttaseater and defrosting chemicals
(1985) [8]. The main difference is that the tesmens are stored in NaCl. The weight of the waste
is measured during freeze-thaw cycles. .The stand8N 73 1380 - Testing the freeze-thaw
resistance of concrete - Internal structural danta@e7) [9] describes the non-destructive test oeth
of the frost resistance. But this approach is mbtugsed too. The principle is to determine thetireda
change in the dynamic modulus of elasticity of gpeas after freeze-thaw cycles based on the transit
time of ultrasonic pulses or a transverse frequembg disadvantage, however, is the absence of the

evaluation criteria and the length of the freeziggle of 12 hours [1].

COMPOSITION OF THE MIXTURE AND SPECIMENS

For the measurement of the frost resistance, there used specimens made from a mixture of the
following composition. As a reference mixture hasved "pure" cement paste -100% cement and 0%
fly ash (designation CFA 1000). The other two migtuwere made by substitution of cement with fly
ash - 40 and 50% (designation CFA 6040 CFA and 66%0). The ratio of water and binder was 0.4
for all mixtures. For the production of mixturesetd were used Portland cement CEM | 425 R
(Radotin) and fly ash from the power planglMk (conforming toCSN EN 450-1 - fly ash in

concrete).

The specimens had the beam shape of dimensions180<xXL60 mm. The samples were 17 and 32
months old (designation new and old).Six groupspcimens (3 different mixes, 2 different ages)
were used for measurements. Three specimens madeimixture (total of 18 test specimens) were

used. All specimens were stored all the time oénmipg in a water bath. Specimens were fully
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saturated. Standard for testing the frost resistameguires fully saturated specimens. Before the
measurements, all specimens were measured anditlz weights were recorded. .The volume
density was calculated from the measured dimensosweights. The age of specimens does not
affect the volume density (maximum difference 1.6%)e expected effect of the volume density has
substitution of cement with fly ash. The referentgture has a value of volume density 1980 Ki/m
at 40% substitution of cement there was a decrieages % (1850 kg/M and substitution of 50% by
weight of cement, it was 9.6 % (1790 kd/nTab. 1 summarizes the composition of the mixamd

volume density.

Tab. 1 Composition and designation of test mixtares their volume density

Designation Mixture wib Age | ¢ Volume density
- cement [%] | fly ash [%] - [months] [kg/m’]
CFA 1000 new 100 0 0.4 17 1990
CFA 1000 old 100 0 0.4 32 1962
CFA 6040 new 60 40 0.4 17 1844
CFA 6040 old 60 40 0.4 32 1856
CFA 5050 new 50 50 0.4 17 1780
CFA 5050 old 50 50 0.4 32 1806

METHODOLOGY FOR MEASUREMENT

The methodology for measurement is based on s@n@daN 73 1322. The specimens were
successively subjected to 50, 100 and 150 thedregales. The climatic chamber firm Weiss WKL
100 (Fig. 1) was used for the measurement. Eacle @ansists of two phases. The first phase is
freezing - temperature -20°C, duration of 4 hotlifee second phase is thawing - temperature +20°C,
duration 2 hours. The monitored parameter is tlangh in weight of each of specimens and possibly

also the weight of the waste after each set ofesycl

Fig. 1 Climatic chamber Weiss WKL 100

215



Nano and Macro Mechanics 2014 ufgof Civil Engineering, CTUin Prague, 2014, " 8eptember

EVALUATION OF MEASUREMENT

The results of the measurement of frost resistdoceeach mixture were summarized in the
following tables 2-4. There is always the desigmatif the mixture, the number of freeze-thaw cycles
and change in weight for younger and older speciméfeight is then converted to percentages.It can
be seen that the trend is very similar for all migs.After the maximum number of freeze-thaw cycles
(150 cycles) Minimal weight loss (up 1.6% compat@dhot frozen specimens) is after the maximum
number of freeze-thaw cycles (150 cycles). Theres wat identified any wasteTables are
complemented by a graphical representation of ésalts. The comparison of the trend of weight
changes of younger and older specimens can berségures 2-4.

Tab. 2 Weight after freeze-thaw cycles for cemigaten without fly ash

cycles m [g] - new [%] m [g] - old [%]
0 481 100.00 501 100
CFA 1000 |50 480 99.79 500 99.80
100 479 99.58 499 99.60
150 474 98.54 496 99.00
g 100,00
S
oo
‘99,50
3 \
()
s
£ 99,00
5 \( ~3—CFA 1000 new
g 98,50 X —e—CFA 1000 old
()]
o
98,00 . . . .
0 50 100 150
Cycles

Fig. 2 Trend of weight loss cement paste withquash at different ages in percentages

Tab. 3 Weight after freeze-thaw cycles for cemirte with 40 % fly ash

cycles m [g] - new [%] m [g] - old [%0]

0 465 100 448 100
CFA 6040 |50 463 99.57 447 99.78

100 462 99.35 446 99.55

150 459 98.71 442 98.66
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Fig. 3 Trend of weight loss cement paste with 4fy%sh at different ages in percentages

Tab. 4 Weight after freeze-thaw cycles for cemirte with 50 % fly ash

cycles m [g] - new [%] m [g] - old [%]
0 456 100 434 100
CFA 5050 |50 455 99.78 433 99.77
100 454 99.56 432 99.54
150 451 98.90 429 98.85
g 100
=
oo
@ 99,5
2
[}
r]
g ¥
g =3¢ CFA 5050 new
§ 985 e— CFA 5050 old
_c ’
[}
oc
98 T T T 1
0 50 100 150
Cycles

Fig. 4 Trend of weight loss cement paste with Sy%sh at different ages in percentages

CONCLUSION

In the design and projects of building constructithere is often neglected the important factor of
material resistance to alternating cycles of fregznd heat. Therefore, this issue should be given

more attention. Long-term experiments should aéswesfor this. For the binder in concrete, wherein

the cement is replaced with fly ash, it is a paftéidy important aspect. Fly ash due to his belated
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pozzolanic activity enters into process of hydmatio the course of time. This paper describes the
destructive testing frost resistance of cementdiirghecimens with different substitution of clinker
Specimens with substitution of 0, 40 and 50% of dish by weight of cement were subjected
successively to 50, 100 and 150 of the freeze sy&leom the performed measurements there can be
seen that the weight loss after freezing cyclewiremal. The substitution of clinker with fly asldd
not affect the results. Age of specimens also hadeffect to the frost resistance. It can be deduce
from this initial measurement durability cementd®n mixtures with fly ash, that fly ash should not
adversely affect the frost resistance. The go&liher work is confirm this assertion. It will bested

for tensile strength. Then the frost resistancdfioent will be determined. We would like to made
comparison of frost resistance using non-destreatmnethods. Furthermore, we perform a test of the
frost resistance of concrete samples from the hbafdghe Orlik dam after more than 50 years in
operation. If the results of the further plannechmgements will end positively, we believe it vidip

to alleviate the skepticism concerning to the grease of fly ash in cement and concrete.
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ARTIFICIAL NEURAL NETWORK IN PREDICTION OF
SOLUTION FOR ESHELBY’S INCLUSION PROBLEM

Luka$ ZRUBEK!, Jan NOVAK?, Anna KUCEROVA3

Abstract: In this contribution we present our approach to estimate mechanical fields (strain, stress or displace-
ment) inside isotropic infinite body with isotropic inhomogeneities. For isotropic ellipsoidal inclusion domains the
precise analytical solution has been given by J. D. Eshelby. By changing the size of the semi-axes of the ellipsoid,
several shapes of inclusions can be obtained, for example spheres, coin-like ellipsoids or even infinite cylinders.
But for other special shapes like short cylinders, there is no analytical solution. Therefore we are creating a model
to be able to train Artificial Neural Network (ANN) and with its use then predict mechanical response around these
special shapes. At this state Eshelby’s solution serves as a source of cheaply obtained results to create the model

and test its properties.

Keywords: micromechanics, isotropic inhomogeneities, isotropic ellipsoidal inclusions, Eshelby’s solution, artifi-

cial neural network

INTRODUCTION

Nowadays, composite materials form an integral part of the world around. Whether it’s a well-
known material or material being just developed, we want to know the most about its properties and
its behaviour at the macro or micro level. In this paper, we focus on the micro level behaviour of
composite non-dilute material consisting of inhomogeneities or inclusions and isotropic infinite matrix.
Our main interest is the evaluation of micromechanical fields (strain, stress or displacement) on this type

of materials.

In 1957 J. D. Eshelby [1] presented in his fundamental work that there is analytical solution for

isotropic inhomogeneity with domain that can be described by equation of ellipsoid (1). The x, y and
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z symbols represent coordinates of a point and the a;, as and a3 are the semi-axes of ellipsoid in z, y
and z directions, respectively. If we change the dimensions of ellipsoid semi-axes we can describe many
different shapes of inhomogeneities, like spheres, oblate spheroids, prolate spheroids, flat ellipsoids,
coin-like ellipsoids or if we assign an infinite value to one of the semi-axes we obtain cylinder or elliptical
cylinder.

2 2 2
xr z
72+972+72§1 (1)
ay  ay ag

But for other special shapes of inhomogeneities which may occur in the macro or micro structure
of materials, there is no analytical solution. As an example we can mention short cylinders, suitable
for description of steel fiber reinforcements of concrete. The aim of our work is to create model that
uses artificial neural network (ANN) to predict the mechanical response around these special shapes of
inhomogeneities. So far the Eshelby’s solution for ellipsoidal inclusions serves us as a cheap testing

example to train the ANN and to investigate its properties.

SINGLE INHOMOGENEITY PROBLEM

In a simplified form, the principle of the solution of mechanical fields in an isotropic infinite medium
containing single isotropic inhomogeneity is illustrated in Fig. 1. Solution given by J. D. Eshelby shows
that problem of single inhomogeneity can be decomposed into exactly two tasks of a known solution
and then assembled back by making use of the superposition principle. The solution of a single inhomo-
geneity problem is therefore given as the sum of homogeneous infinite body problem and homogeneous

inclusion problem, so called perturbation part of mechanical fields [1, 2].

u(x), (x)
(IR021} @ &
=z |y 2 v r
e x =5 Lx <
=1 =1 T

8
Il
1
8
8
+
1
8
8

everywhereC? Q% co

o T -
u(x), t(x)

(b) (c)

U0, %)

U0, %)

Fig. 1 Principle of Equivalent Inclusion Method: a) inhomogeneity problem, b) problem of infinite
homogeneous body, c) homogeneous inclusion problem

In case of multiple inhomogeneities (see Fig. 2) the solution of mechanical field within a body with
N inclusions is obtained as the sum of N single inclusion tasks scaled by a multiplier associated with

each inclusion so as to fulfil self-equilibrium as presented in paper [3].

Using these solutions and computer programming the tMECH library [4, 5] was created for solving

micromechanical fields in materials with single or multiple inclusions.
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Fig. 2 Principle of Equivalent Inclusion Method: a) multiple inhomogeneity problem, b) infinite homo-
geneous body, c) multiple homogeneous inclusion problem

ARTIFICIAL NEURAL NETWORK

Artificial Neural Networks are computational models based on central nervous systems, especially
on brain [6, 7]. These models are capable of machine learning and recognizing of patterns in given data.
ANN consists of many simple processing nodes — so called neurons — interconnected into systems that
can change their structure during the training (learning) phase. To each connection between two neurons
is assigned an adaptive value representing synaptic weight of this connection. Based on given data and
respective results used as an external information flowing through the system, these weights are balanced

in a way that the output of ANN corresponds to the actual results.

There are numerous types of ANNs from single-directional systems to complicated multi-directional
systems of neurons with many inputs and nested loops. One specific type of ANN is the feed-forward
neural network. In this system, neurons are organized into layers where connections among neurons

are placed only between adjacent layers, as shown in Fig. 3. There are no loops, cycles or feed-back

connections.

Fig. 3 Architecture of multi-layer perceptron

The most widely used example is the multi-layer perceptron (MLP) with the sigmoid transfer function
and the gradient descent method of training — so called backpropagation learning algorithm. The power

of MLPs lies in their ability to approximate nonlinear relations which corresponds to our problem, so
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when speaking about ANN in the following text, the MLP is considered.

UTILIZATION OF ESHELBY’S SOLUTION

As described in section SINGLE INHOMOGENEITY PROBLEM, the solution for materials with
multiple inclusions is decomposed into separate solutions, each for every inclusion. Therefore, we as-
sume here only single ellipsoidal inclusion in the infinite isotropic body. But even so, the solution of
mechanical fields depends on many input variables, such as type of load, Young’s modulus and Pois-
son’s ratio of the inclusion and matrix, dimensions and rotation (Euler angles) of the inclusion in space,
coordinates of the inclusion centre and coordinates of a point where we want to evaluate mechanical

response.

Simple model and samples generation

For maximum simplification, we decided to start with the simplest model where the only variable is
x coordinate of a given point. The y and z coordinates are set to zero as well as Euler angles and all
other variables are constants (a; = 0.15, as = 0.1, a3 = 0.05, E;p. = 10, vine = 0.25, Eper = 1,
Vmat = 0.25). In such a case when inclusion is not rotated (&« = § = ~ = 0), the coordinate system
of the inclusion coincides with the coordinate system of the applied load and we can limit the range
of x to only positive numbers. That is because in this case the mechanical fields around inclusion are
symmetrical to planes defined by semi-axes of inclusion and the centre of the inclusion matches the
centre of a used coordinate system. Furthermore, because we are trying to predict only mechanical
fields around the inclusion we introduced new variable r which is equal to the distance from inclusion
surface, i.e. 7 = z — ay. It should be noted that the solution for a point lying directly on the surface of

the inclusion is not defined, therefore we work only with r > 0.

2 T T T T T T T T
1.8 reference solution i
1.6 + uniform distribution x i
14 t exponential distribution * i
1.2 i
8
8 1 KKKK K K X X X X XK * * * H
W

0 005 01 015 02 025 03 035 04 045

r

Fig. 4 Reference solution for model

To create input samples for » we generate uniformly distributed values in range (0;¢) where ¢ is

distance from inclusion surface with mechanical response equal to zero. For this, we can safely con-
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sider { = 3 - a;. But as can be seen on Fig. 4, the mechanical response is changing rapidly with the
distance from the surface of the inclusions. With uniformly distributed values of r we get only small
amount of samples describing sufficiently the mechanical response near the inclusion. To increase that

amount we transform 100 uniformly distributed samples to exponentially distributed samples, i.e.

ﬁ fora < q < b, Xe ™ forr >0,
fla) = = f(r) = (2)
0 forqg < aorq > b, 0 forr <0,

where the parameters of the uniform distribution are set to a = 0 and b = 1, the cumulative distribution

function of exponential distribution is

1—e M forr>0,
F(r;A) = (3)
0 for r <0,

and can be used as mapping from 7 to ¢

g=1-¢? (4)

as well as from ¢ to r
-1
r:Tln(l—q), for g < 1. (5)

The resulting range of » = (0; ry,q.) is also influenced by A

A:

In(1 — gmaz), for gmas < 1. (6)

Tma:v

ANN training

For the ANN training phase the reference results are needed. We used the above-mentioned yMECH
library and solve the perturbations for 100 points given by [r(¢) + a1,y = 0,z = 0] coordinates where
r(¢) = (0;¢) and ¢ = 3-a; = 0.45. As aresult we get displacements vector, 6 independent components
of strain tensor and 6 independent components of stress tensor for each sample. But in order to keep the

model simple we decided to predict only one element from the results, the perturbation strain €.

To create and train the ANN we used software called RegNeN 2012 (Regression by Neural Net-
work) [8] which is a software package for computing a regression for given data using artificial neural
network. During the training phase the neural system itself is created. It is composed from input neurons
in the first layer, n neurons in the second, so called hidden layer, and one output neuron in the third layer.
Number of neurons in the first and hidden layer depends on the number of inputs and the self validating

process for which the software uses so called cross-validation method. In this method the samples are
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divided into m parts from which m — 1 parts are used to calibrate the weights between neurons and
the remaining part is used for validation. Then one neuron is added into hidden layer, the process of
calibrating is repeated with different m — 1 parts and for validation is used the currently remaining part.

This is repeated m-times and finally the ANN with smallest error is saved.

As an input data for the ANN training phase, we used ¢ values and corresponding results €,,.(7(q)).
The reason to use ¢ values is that we can express 7 in dependence of ¢ and the uniformly distributed

values of ¢ are more suitable inputs for ANN training phase.

Model verification

2-5 T AI . .I T 0.18 T T T T
€22(7(q)) 0.16 | -
2 L Eae(P(q)) —— - 0.14 | -
\ 0.12 -
. 1.5 + g 0.1 g
g © 0.08 .
v 1} - 0.06 -
0.04 -
05 g 0.02 + g

0

0 1 1 1 1 _0'02 1 1 1 1

0 02 04 06 0.8 1 0 02 04 06 08 1
q q
(a) (b)

Fig. 5 Simple model verification: a) Comparison of the reference solution and the prediction, b) Error
distribution

To verify our simple model we use new set of 1000 samples *(¢) also in the range (0;0.45) created
by transformation from uniformly distributed values ¢ in range (0; 1). Then using the ANN trained in the
preceding step on the reference samples, we predict results &, (7(¢)) for the ¢ values. These predicted
results we compared with the corresponding exact Eshelby’s solution €., (7(¢)) which we obtain by the

uMECH library (see Fig. 5a) and the error e (7) is plotted on the Fig. 5b.

e = Epa(1(q)) — Eaa(7(q)) (7)

SUMMARY AND LATEST RESULTS

As can be seen from the data in Fig. 5, the ANN can accurately predict desired results. But the closer
the points are at the surface of the inclusion then less accurate the prediction is. This is due to a short
increase of values of ¢, close to the surface of inclusions after which the values are dropping rapidly
towards zero. Such abrupt changes of curvature cannot the ANN adequately capture during the training

phase and the predicted results are therefore a kind of smoothed approximation.
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At this stage when we are able to predict the results influenced by one input variable (), we are
extending the model by other input parameter ¢ (8) which is the ratio of the Young’s modulus of inclu-
sion E;,. and Young’s modulus of the matrix E,,.;. We keep value of E,,,; = 1 and change only E;,.

by raising it to the power of k i.e.
o= Einck
Emat .

(8)

To this moment we run only few tests, where 100 training samples were generated in the software
called SPERM 2.0 [9] as optimized Latin Hypercube Sampling (LHS). One of the generated variables
was ¢ = (0;1) from which we create exponentially distributed distance from inclusion surface r =

(0;0.45) and the second variable was the exponent & uniformly distributed on range (—5; 5).

< 25 25 2 2.5
= 153 (1)2 = 1.5
j=yl : (=
<~ 0.5 - =~ 0.5
~ - &~
=05 0.5 = 0.5
«“ T
" 7 4
002040605 742"
q
(a) (b)

Fig. 6 a) Reference solution é,,(r(q), k) dependent on two input variables, b) Prediction of &,,(r(q), k)
dependent on two input variables.

For the verification process we created 10201 samples on regular grid constructed within the pre-
scribed bounds of r(¢) and k. On the Fig. 6a can bee seen how the reference solution é,.(r(q), k)

changes depending on the input variables (q), k& and on the Fig. 6b the predicted values £,,(r(q), k).

Soo0o
LSRN

Fig. 7 Error distribution for two input variable model.
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Solely by visual comparison of Figure 6a and 6b is clearly visible that the predicted values do not match
the reference solution. Exact error values according to equation (7) is plotted in Fig. 7. This is most
likely due to the small amount of samples used for training the ANN and therefore in the next step of our
work we will focus on creating a sufficient number of input samples and better trained artificial neural

network.
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