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Abstract

This work provide a comprehensive comparison of two algorithms used for mod-
elling heterogenous materials with data provided in the form of pixel or voxel
bitmaps. The Fast Fourier Homogenization method was proposed by Moulinec
and Suquet in [17] as an efficient homogenization solver for periodical problems.
The available studies analyze convergence of the method in multi-dimensional set-
ting without addressing the effect of the unit cell geometry. In this contribution,
a complete convergence analysis of the one-dimensional problem is presented, in-
cluding an explicit expression of the optimal value of the reference stiffness. Next,
non-symmetric linear system solved by conjugate gradient algorithm is discussed.

The Gaussian Approximating Function method, proposed for scalar problems
by Kanaun and Kochekseraii in [10], is based on the approximation of local fields
using Gaussian kernels following the seminal ideas of Maz’ya [13] and Maz’ya and
Schmidt [14]. The various approaches of GAF method treating isolated inclusions
in an infinite matrix are discussed from both theoretical and numerical point of
view.

Keywords: Heterogeneous materials, Fast Fourier transform, Computational
homogenization, Gradient methods, Convergence studies, Approximate Approxi-
mation.
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Part I

Introduction

Recent experimental and theoretical advances in characterization of microstructure of
heterogeneous media open novel possibilities in predictive “bottom-up” modelling of en-
gineering materials. There is currently a variety of techniques being utilized to acquire a
comprehensible digital representation of materials’ structure, including serial sectioning
approaches [22], X-ray tomography [2], depth-sensing indentation methods [3], statistical
reconstructing algorithms [27] or microstructure evolution models [26]; see also [6] for a
detailed discussion of this topic. With the detailed quantification of microstructure at
hand, relevant material constants can be subsequently determined using a suitable nu-
merical technique. With regard to the structure of input data, the pixel- or voxel-based
methods appear to be a convenient choice to avoid time consuming mesh generation proce-
dures. Moreover, even though the traditional finite difference and finite element methods
were implemented with some success, e.g. [7, 23], it is now well-understood that highly
optimized solvers, capable of handling large datasets efficiently, can be developed when
combining tools of the theory of heterogeneous materials with the Fourier summation
techniques.

In this work, we present a comprehensive comparison of two such algorithms: the
Fast Fourier Homogenization (FFH) solver related to periodic heterogeneous materials
and the Gaussian Approximating Function (GAF) method treating isolated inclusions in
an infinite matrix. The FFH scheme was independently introduced by Bakhvalov and
Knyazev [1] on the conceptual level and by Moulinec and Suquet [17, 18] using engineering
arguments. Detailed convergence theory of FFH method for linear and non-linear case
was presented by Eyre and Milton in [5] together with the multi-grid extension to reduce
the computational cost. The successful applications of the algorithm include, among oth-
ers, simulation of materials with evolving microstructure such as tin/lead solders [4] or
hydrating cement paste [26]. The GAF method, proposed for scalar problems by Kanaun
and Kochekseraii in [10], is based on the approximation of local fields using Gaussian
kernels following the seminal ideas of Maz’ya [13] and Maz’ya and Schmidt [14]. The
computational efficiency of the method was further extended by fast multipole expansion
techniques [11] or the FFT-based matrix operation [12] to efficiently handle the fully pop-
ulated matrices resulting from the discretization; see also the work of Novák [19] for the
treatment of multi-dimensional linear elasticity. It is worth noting that versatility of the
Gaussian approximation approach has been demonstrated by independent applications
in wave diffraction simulations [8] or fracture mechanics [9].

Even though the two algorithms were originally developed for the solution of different
problems, they share a several common features and suffer from similar convergence
difficulties. Therefore, it can be well expected that a unified exposition and a systematic
assessment of both methods may provide additional insights into their behavior with the
potential to combine the strengths of the numerical schemes. To that end, the essential
steps of the investigated methods are introduced in Sections 1 and 3. The convergence
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properties are assessed in Sections 2, 4, 5 and 6 by means of analytical and numerical
procedures. Finally, Section IV is devoted to the summary of obtained results together
with future improvements. In order to minimize technicalities and to obtain the sharpest
results possible, the attention is restricted to an one-dimensional elasticity problem (or,
equivalently, to a simple laminate subject to forces varying in one direction).
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Part II

Gaussian Approximating Function

method

1 Theory

In this method, an infinite one dimensional rod with heterogeneities is considered. The
material data is described with stiffness function E(x) that is separated into two compo-
nents

E(x) = E0 + E1(x) (1)

where E0 is Young’s modulus of material of matrix and E1(x) is complement to real
stiffness. The BPM method assumes that E1(x) function has a nonzero values only on a
bounded interval. The rod is loaded at infinity with strain ε0. For the use of the method,
the strain du(x)

dx
= ε(x) is also separated into two components as stated below

ε(x) = ε0 + ε1(x) (2)

where ε1(x) strain is complement to real strain. Basic elasticity relation of the rod states
that

d

dx

(

E(x)A(x)
du(x)

dx

)

+ g(x) = 0 (3)

where generalized load function g(x) is equal to zero in this case and function of cross-
section area is taken as A(x) = 1.
Using (1), (2) and d

dx
(E0ε0) = 0, the basic relation (3) can be rewritten into the following

form
d

dx

(

E0ε1(x)
)

= − d

dx

[

E1(x)
(

ε0 + ε1(x)
)

]

(4)

Hence, the right side of Equation (4) can be interpret as generalized load resulting in
strain ε1(x) within the homogeneous bar with stiffness E0. It means that it is necessary
to solve following linear differential equation

E0
dε1(x)

dx
= f(x)

where f(x) = − d
dx

(

E1(x)ε(x)
)

.
It is convenient to solve it with the Fourier transform that is defined as

F
{

f(x)
}

= f̂(t) =

∫

∞

−∞

f(x) e−ixt dx

and its inverse Fourier transform then follows

F
−1

{

f̂(t)
}

= f(x) =
1

2π

∫

∞

−∞

f(t) eixt dt
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After applying the transform to Equation (4) and using the Fourier transform of function
derivative, it leads to

F
{

ε1(x)
}

=
1

iE0t
F

{

f(x)
}

(5)

The term 1
iE0t

can be interpreted as the Fourier transform of some function denoted as

G(x) written as F
{

G(x)
}

= 1
iE0t

. Using the Fourier transform of a convolution rule,
Equation (5) can be rewritten as

F
{

ε1(x)
}

= F
{

G(x)
}

F
{

f(x)
}

⇔ ε1(x) =

∫

∞

−∞

G(x − ξ)f(ξ)dξ

Integration by parts leads to

ε1(x)
P.P.
=

∫

∞

−∞

∂G(x − ξ)

∂ξ
F (ξ)dξ + G(x − ξ)F (ξ)

∣

∣

∣

∞

−∞

where F (x) has to satisfy F ′(x) = f(x) and therefore F (x) = −E1(x)ε(x). As the second
term vanishes due to boundary conditions, we obtain

ε1(x) = −
∞

∫

−∞

∂G(x − ξ)

∂ξ
E1(ξ)ε(ξ)dξ (6)

Using the property of the Fourier transform of function derivative

F
{

f ′(x)
}

= itF
{

f(x)
}

it can be deduced that
dG(x)

dξ
= F

{

1

E0

}

=
δ(x)

E0
(7)

where δ(x) is the Dirac distribution. It has to be noted, that the function from Equation
(7) is usually called K∞(x), cf. [10]. Hence, following equation arises

ε1(x) =

∞
∫

−∞

∂G(x − ξ)

∂ξ
F (ξ)dξ = −

∞
∫

−∞

δ(x − ξ)

E0
E1(ξ)ε(ξ)dξ (8)

After adding ε0 to both sides of equation, we finally arrive at

ε(x) +

∞
∫

−∞

δ(x − ξ)

E0
E1(ξ)ε(ξ)dξ = ε0 (9)
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2 Solution using Approximate Approximation

This section provides solution of Equation (9) using Approximate Approximation. The
method that was proposed in 1991 by Maz’ya [13] and [15], and is based on generating
functions representing an approximate partition of unity. This approximation method
does not converge if the discretization size tends to zero. In fact, this lack of convergence
can be controlled since the resulting error can be chosen less than machine precision.
This method uses following approximation formula

u(x) ≈ Ah{u(x)} =
∑

m∈Z

u(hm)η (x − hm) (10)

where parameter h sets the size of regular grid and η is a basis function
The choice of basis function η(x) depends on various requirements. First of all, the
integral of the basis function should be equal to

∫

∞

−∞

η(x) dx = h

In the case of generalization into multidimensional spaces, this integral would equal to
hD assuming D-dimensional space.
Next requirement for basis function is to be rapidly decreasing1 as it is used for inte-
gral cubature. It can be shown at following convolution integral where function f(x) is
approximated using formula in Equation (10).

∞
∫

−∞

G(x − ξ)f(ξ) dξ ≈
∞

∫

−∞

G(x − ξ)Ah{f(ξ)} dξ

After some algebraic emendations it leads to

∞
∫

−∞

G(x − ξ)Ah{f(ξ)} dξ =

∞
∫

−∞

G(x − ξ)
∑

m∈Z

f(hm)η

(

ξ

h
− m

)

dξ (11)

=
∑

m∈Z

f(hm)

∞
∫

−∞

G(x − ξ)η

(

ξ

h
− m

)

dξ (12)

Hence, if the rapidly decaying condition for basis function is satisfied, only limited number
of summation in Equation (12) can be considered. The error due to this truncation in
summation can be balanced with special choice of basis function in order to calculate
integral

∫

∞

−∞
G(x − ξ)η

(

ξ

h
− m

)

dξ analytically. Note that, in the case of one dimensional

1A rapidly decreasing function is in effect a function that goes to zero as |x| → ∞ faster than any
inverse power of x, as do all its derivatives.
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problem with integral kernel defined by Equation (7) as δ(x)
E0

, the problem does not exist
since the Dirac distribution satisfies

∫

∞

−∞

δ(x − ξ)f(ξ) dξ = f(x)

Observe that the integral kernel K occurring in Eq. (9) depends on difference (x − ξ)
satisfying that the arising matrix possess Toeplitz structure. Hence, it is recommended
for basis function to be radial function f(x) = f(‖x‖). In the case of one-dimensional
problem, the condition is equivalent to being even function. This condition is impor-
tant for multiplication Ax in linear system using FFT algorithm as it is described in
Section 2.4.
All those requirements are satisfied by basis function derived from Gaussian distribution
used in statistics

ϕH(x) =
1√
πH

e−
|x|2

Hh2 (13)

where parameter H is equal to double of the measure of statistical dispersion called
variance (H = 2σ2). This function is used as the basis function in the following text.

2.1 Standard approach

After general introduction of Approximate approximation, Equation (9)

ε(x) +

∞
∫

−∞

δ(x − ξ)

E0
E1(ξ)ε(ξ)dξ = ε0

will be solved with unknown field ε(x) expressed with the use of formula in Equation
(10). After discretization with regular grid of size h with coordinates xi, i = 1, 2, . . . , N ,
the unknown strain can be expressed as

ε(x) ≈
N

∑

i=1

ϕ(x − xi)ε(xi)

After substitution, integral equation follows as

N
∑

i=1

ϕ(xj − xi)ε(xi) +

∞
∫

−∞

δ(xj − ξ)

E0

E1(ξ)
N

∑

i=1

ϕ(ξ − xi)ε(xi)dξ = ε0

N
∑

i=1

ϕ(xj − xi)ε(xi) +
E1(xj)

E0

N
∑

i=1

ϕ(xj − xi)ε(xi) = ε0

N
∑

i=1

ϕ(xj − xi)ε(xi) =
ε0E0

E(xj)
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E(xj)

E0

N
∑

i=1

ϕ(xj − xi)ε(xi) = ε0

This equation represent a linear system ASx = b that approximates the exact solution (at
the points of discretization the solution is reproduced exactly). The numerical example
for this problem is provided in Section 2.3. Matrix AS and vectors x, b can be expressed
as follows

AS =
1

E0











E(x1)ϕ(x1 − x1) E(x1)ϕ(x1 − x2) . . . E(x1)ϕ(x1 − xN )
E(x2)ϕ(x2 − x1) E(x2)ϕ(x2 − x2) . . . E(x2)ϕ(x2 − xN )

...
...

. . .
...

E(xN )ϕ(xN − x1) E(xN)ϕ(xN − x2) . . . E(xN )ϕ(xN − xN )











(14)

x =
{

ε(x1) ε(x2) . . . ε(xN)
}T

(15)

b =
{

ε0 ε0 . . . ε0

}T
(16)

2.2 Regularization approach

In this section Equation (9)

ε(x) +

∞
∫

−∞

δ(x − ξ)

E0
E1(ξ)ε(ξ)dξ = ε0

is solved with different approach in comparison to Standard approach in previous section.
Function E1(x)ε(x) occurring in integral is approximated using Equation (10) and basis
function from Equation (13)

E1(x)ε(x) ≈ Ah{E1(x)ε(x)} =
∑

m∈Z

ϕH(x − hm)E1(hm)ε(hm)

After substitution into Equation (9), it leads to

ε(x) +
1

E0

∑

m∈Z

ϕH(x − hm)E1(hm)ε(hm) = ε0 (17)

Since function E1(x)ε(x) is compactly supported due to an assumption of heterogeneities
being placed to compact area Ω, only finite terms in summation can be considered.
Hence, regular grid of size h with coordinates x1, x2, . . . , N that covers Ω is assumed.
Then, Equation (17) can be written as:

ε(x) +
1

E0

N
∑

i=1

ϕ(x − xi)E1(xi)ε(xi) = ε0 (18)

After simple discretization of this semi-discrete equation, the following linear system
arises

ε(xj) +
1

E0

N
∑

i=1

ϕ(xj − xi)E1(xi)ε(xi) = ε0
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The matrix representation of the linear system ARx = b can be expressed as follows

AR =
1

E0











1 + E1(x1)ϕ(x1 − x1) E1(x2)ϕ(x1 − x2) . . . E1(xN )ϕ(x1 − xN )
E1(x1)ϕ(x2 − x1) 1 + E1(x2)ϕ(x2 − x2) . . . E1(xN )ϕ(x2 − xN )

...
...

. . .
...

E1(x1)ϕ(xN − x1) E1(x2)ϕ(xN − x2) . . . 1 + E1(xN )ϕ(xN − xN )











(19)

x =
{

ε(x1) ε(x2) . . . ε(xN )
}T

(20)

b =
{

ε0 ε0 . . . ε0

}T
(21)

2.3 Numerical examples

In this section, numerical example of Standard and Regularization approach is discussed.
In both cases, regular grid about 24 points is placed at interval 〈0, 1〉. Stiffnesses of
matrix and heterogeinty are E0 = 1 and E0 + E1 = 10 respectively and heterogeneity is
placed only in the middle third of the considered geometry.
First of all, Figures 1 and 2 show a plot of vectors arising from linear system for H = 1 and
H = 2 respectively. Circles in the figures provide information about exact solution and
points of discretization. The solid and dot-and-dash line linearly connects points of vector

x =
{

ε(x1) ε(x2) . . . ε(xN )
}T

calculated according to Standard and Regularization
approach2 respectively. In Regularization approach, calculated values immediately corre-
spond to strain along a rod and provide smoothed or regularized variant. In the case of
Figures 1 and 2, Regularization approach just connects the values calculated from linear
system. In addition to that Figure 3 provide continuous variant calculated from Eq. (18)

ε(x) +
1

E0

N
∑

i=1

ϕ(x − xi)E1(xi)ε(xi) = ε0

Since Gaussian basis function ϕ(x) is infinitely smooth, the calculated strain ε̂(x) is in-
finitely smooth as well. The “x” signs provide information about points of discretization.
In contrary, in Standard approach, calculated values from linear system do not correspond
to exact solution as significant Gibb’s effect occur especially for greater value of parameter
H . Hence, the values in vector x can not be directly regarded as a solution of the problem.
Then, Figure 4 shows continuous strain calculated as

ε̂(x) =
N

∑

i=1

ϕ(x − xi)ε(xi)

where ε(xi) are components of vector x calculated from linear system Ax = b as it is
described in Section 2.1. It intersect exact solution in points of discretization as it is
demonstrated in figure with circles. Finally, it can be noticed that Gibb’s effect is greater
than in the case of Regularization approach provided in Figure 3 Additional information
on the Standard approach is provided in Bachelor’s thesis [25].

2Section 2.1 and 2.2 resp.
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2.4 Multiplication using FFT

This section describes multiplication Cx, where C is a circulant matrix and x is an
arbitrary vector, that can be provided using Discrete Fourier Transform or its sped up
algorithm Fast Fourier Transform (FFT) making this multiplication in O(3n log(n)) com-
putational time instead of standard O(n2). The matrices arising from GAF method are
not exactly circulant but Toeplitz or block Toeplitzed structured in more dimensions.
The reordering of Toeplitz matrix into circulant one is also described in this section.
First of all, a Circulant matrix C ∈ Rn+1×n+1 is defined as

C =















c0 cn−1 . . . c2 c1

c1 c0 cn−1 . . . c2
... c1 c0

. . .
...

cn−1
...

. . .
. . . cn−1

cn cn−1 . . . c1 c0















meaning that it has only n+1 degrees of freedom. Hence, following notation is also being
used

C = C(c)

with vector c = {c0, c1, . . . , cn} getting as first column of matrix C.
Since all elements in individual directions parallel to main diagonal are same, the following
expression for circulant matrix can be used

C = Cij = c(i−j)÷n

where binary operation ”÷” denotes modulo operator3. Then, formulation of multiplica-
tion Cx leads to

Cx =

n
∑

j=1

Cijxj = c(i−j)÷nxj

that is a circulant discrete convolution and matrix C acts here as Cyclic Convolution
matrix. Using circular convolution theorem, matrix multiplication can be expressed as

Cx = c ∗ x = F−1
D

{

FD

{

c
}

⊗ FD

{

x
}}

where binary operator ”∗” and “⊗” denotes cyclic convolution and pointwise multipli-
cation of vectors respectively. Vector functions FD and F−1

D indicate Discrete Fourier
Transform or, in fact, Fast Fourier Transform.
Next, reordering of symmetric Teoplitz matrix T ∈ Rn×n into Circulant matrix is dis-
cussed

T =















t0 t1 . . . tn−2 tn−1

t1 t0 t1 . . . tn−2
... t1 t0

. . .
...

tn−2
...

. . .
. . . t1

tn−1 tn−2 . . . t1 t0















= T (t)

3a ÷ q = c ⇔ ∃z ∈ Z : a = zq + c ∧ 0 ≤ c < q
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where vector t = {t0, t1, . . . , tn−1} is first row or column of matrix T . This structure
can be observed in matrix Φ ∈ T ∈ RN−1×N−1 defined as (regular grid of coordinates
x1, x2, . . . , xN is assumed)

Φ = Φij = ϕ(xi − xj) = ϕ(h|i − j|), for i, j = 1, 2, . . . , N − 1 (22)

and it can be visualized as

Φ =











ϕ(0) ϕ(h) . . . ϕ
(

h(N − 1)
)

ϕ(h) ϕ(0) . . . ϕ(h(N − 2))
...

...
. . .

...
ϕ(h(N − 1)) ϕ(h(N − 2)) . . . ϕ(0)











Hence, symmetric Toeplitz matrix T ∈ Rn×n can be recast into circulant matrix C ∈
R

2n−2×2n−2 as follows

C = C(c) = C
(

{t0, t1, . . . , tn−2, tn−1, tn−2, tn−3, . . . , t2, t1}
)

This matrix is represented as

C =











































t0 t1 t2 . . . tn−3 tn−2 tn−1 tn−2 tn−3 tn−4 . . . t1
t1 t0 t1 . . . tn−4 tn−3 tn−2 tn−1 tn−2 tn−3 . . . t2
t2 t1 t0 . . . tn−5 tn−4 tn−3 tn−2 tn−1 tn−2 . . . t3
...

...
...

. . .
...

...
...

...
...

...
. . .

...
tn−3 tn−4 tn−5 . . . t0 t1 t2 t3 t4 t5 . . . tn−2

tn−2 tn−3 tn−4 . . . t1 t0 t1 t2 t3 t4 . . . tn−1

tn−1 tn−2 tn−3 . . . t2 t1 t0 t1 t2 t3 . . . tn−2

tn−2 tn−1 tn−2 . . . t3 t2 t1 t0 t1 t2 . . . tn−3

tn−3 tn−2 tn−1 . . . t4 t3 t2 t1 t0 t1 . . . tn−4

tn−4 tn−3 tn−2 . . . t5 t4 t3 t2 t1 t0 . . . tn−5
...

...
...

. . .
...

...
...

...
...

...
. . .

...
t1 t2 t3 . . . tn−2 tn−1 tn−2 tn−3 tn−4 tn−5 . . . t0











































(23)

With the help of operators from Definition 2.1, it can be also expressed as

C =

(

T lr
(

T ;1,N
)

ud
(

T 1,N ;
)

T 1,N ;1,N

)

(24)

Definition 2.1. Let A be a matrix from R
m×n. Next, r1, r2, . . . , rp be mutually differ-

ent natural numbers smaller than m and c1, c2, . . . , cq be also mutually different natural
numbers smaller than n in this case.
Following matrix functions are introduced. Ar1,r2,...,rp;c1,c2,...,cq denotes mapping of matrix
A into Rm−p×n−q that removes rows r1, r2, . . . , rp and columns c1, c2, . . . , cq from matrix A.
Next, function lr(A) produces a matrix of the same dimension whose columns are flipped
in the left-right direction, that is, about a vertical axis. Analogically, function ud(A)
produces a matrix of same dimension whose rows are flipped in the up-down direction,
that is, about a horizontal axis.



2 SOLUTION USING APPROXIMATE APPROXIMATION 13

For calculating product Tx using circulant matrix C and FFT algorithm, it is necessary
to enlarge vector x as

x̄ =

{

x

o

}

where matrix o is zero matrix from space Rn−2×1. Hence, using Equation (24) defining
matrix C it heads to

Cx̄ =

{

Tx + lr
(

T ;1,N
)

o

ud
(

T 1,N ;
)

x + T 1,N ;1,No

}

=

{

Tx

ud
(

T 1,N ;
)

x

}

Thus only the first part of matrix with vector multiplication is considered.
Finally, it is necessary to say that matrices AS and AR from linear system of Standard and
Regularization approach defined in Equation (14) and (19) respectively are not Toeplitz
matrices. Nevertheless, matrix with vector multiplication can be provided using FFT
algorithm after some modification. In the case of Standard approach and matrix AS

defined in Equation (14), it can be expressed as

ASx =
1

E0
e ⊗ Φx

where e = {E(x1), E(x2), . . . , E(xN )}T is vector, “⊗” is pointwise multiplication and Φ

is matrix defined in Equation (22) and possessing the Toeplitz structure. Thus Φx can
be calculated using the FFT algorithm. Similarly, AR from Regular approach defined in
Equation (14) can be multiplied by vector as follows

ARx =
1

E0
[x + Φ(e ⊗ x)]

Finally, it is necessary to emphasise that analogical multiplication can also be used in
two or three dimensional space.
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Part III

FFH method

3 Theory

The method deals with periodically repeating medium represented by a unit cell. Without
the loss of generality, it can be assumed that the unit cell is defined at a finite interval
[0, L] with stiffness distribution characterized by function E(x).
Now consider a unit cell subject to an average strain ε0, leading to the total strain
decomposition

ε(x) = ε0 + ε1(x) (25)

with ε1(x) begin [0, L] periodic with zero mean

L
∫

0

ε1(x) dx = 0 (26)

The governing equations of one-dimensional elasticity read

d

dx

(

E(x)A(x)
du(x)

dx

)

= 0 (27)

with the cross-section area set to A(x) = 1m2 for the sake of simplicity. To proceed, we
introduce an auxiliary stiffness Eref and rewrite (27) as

d

dx

[(

Eref − Eref + E(x)
)

ε(x)
]

= 0 (28)

Using the decomposition (25) and noting that d
dx

(

EHε0

)

= 0, we obtain

d

dx

(

Erefε1(x)
)

=
d

dx

[(

Eref − E(x)
)

ε(x)
]

(29)

Hence, the original problem with heterogeneous stiffness distribution is transformed into
an equivalent problem for homogeneous body with stiffness Eref subject to a generalized
load

f(x) =
d

dx

[(

Eref − E(x)
)

ε(x)
]

(30)

3.1 Fourier Transform-Based Solution

Problem (29) can be efficiently solved using the Fourier transform. Thus, the following
operator is introduced [20]

F
{

f(x)
}

= f̂(n) =

L
∫

0

f(x)e−iωnt dx, ωn =
2πn

L
, n ∈ Z (31)
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with the inverse counterpart in the form

F−1
{

f̂(n)
}

= f(x) =
1

L

∞
∑

−∞

f̂(n) eiωnt, ωn =
2πn

L
, n ∈ Z (32)

Employing the identity F
{

f ′(x)
}

= iωnF
{

f(x)
}

and linearity of operator F , Eq. (29)
leads to

F
{

ε1(x)
}

=
1

iErefωn

F
{

f(x)
}

(33)

Introducing a function G via identity

F
{

G(x)
}

=
1

iErefωn

(34)

and employing the convolution theorem yields

F
{

ε1(x)
}

= F
{

G(x)
}

F
{

f(x)
}

⇔ ε1(x) =

∫ L

0

G(x − ξ)f(ξ) dξ (35)

The last equation can be integrated by parts, leading to

ε1(x)
P.P.
=

L
∫

0

∂G(x − ξ)

∂ξ
F (ξ) dξ + G(x − ξ)F (ξ)

∣

∣

∣

L

0
(36)

where F (x) = (Eref −E(x))ε(x) is a primitive function to the generalized load f(x). The
second term in Eq. (36) vanishes due to periodicity of the involved fields.
Now, when using Eq. (34) and Fourier coefficients of the derivative, it follows that

ε1(x) = F−1

{

1

Eref
· F

{

F (x)
}

}

(37)

with the zero mean condition (26) yet to be imposed. To this end, we start with the
following chain of identities

L
∫

0

ε1(x) dx = 0 ⇔
L

∫

0

ε1 e−iωnx dx = 0, for n = 0 ⇔ ε̂1(0) = 0 (38)

and introduce the following kernel

F
{

Kper(x)
}

= K̂per(n) =

{

0 for n = 0
1

Eref
for n 6= 0

(39)

to obtain
ε1(x) = F−1

{

K̂per(n)F̂ (n)
}

(40)

where
F̂ (n) = FD

{(

Eref − E(x)
)

ε(x)
}

(41)
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3.2 Discretization

Until now we have worked with the Fourier coefficients that transfer continuous functions
into discrete frequency domain. In practical applications, we deal with functions that are
defined at discrete points. Thus, we discretize the observed interval [0, L] into regular
grid using N nodes which leads to a sequence of nodal coordinates {xi}N

i=1, where xi =
(i−1) L

N−1
, i = 1, 2, . . . , N . The change of the continuous basis into the discrete one leads

to the change from Fourier coefficients into discrete Fourier transform. Thus, we can
rewrite Eq. (40) as

ε1(xi) = F−1
D

{

K̂per(n)FD

{

F (xi)
}

}

(42)

where the discrete Fourier transform is defined as

FD

{

xn

}

= Xk =

N−1
∑

n=0

xn e
−2πi

N
kn, k = 0, 1, 2, . . . , N − 1 (43)

and the inverse discrete Fourier transform as:

F−1
D

{

Xk

}

= xn =
1

N

N−1
∑

k=0

Xk e
2πi

N
kn, n = 0, 1, 2, . . . , N − 1 (44)

Note that Eq. (42), the periodic Lippman-Schwinger equation, is equivalent to finding
a fixed point of a mapping defined by its right hand side. Following the original idea [17],
the equation is solved iteratively. This yields following algorithm.

Require: Parameter Eref , E ∈ R
N×1 : E =

{

E(x1), E(x2), . . . , E(xN)
}T

and ε0

Ensure: ε ∈ R
N×1 : ε =

{

ε(x1), ε(x2), . . . , ε(xN)
}T

.

1: Set K̂
per ∈ RN×1 : K̂

per
:=

{

0, 1/Eref , . . . , 1/Eref

}T
, ε ∈ RN×1 : ε =

{

ε0, ε0, . . . , ε0

}T

2: while until convergence do

3: F := (Eref − E) � ε {Binary operation “�” denotes pointwise division.}
4: ε := F−1

D

{

K̂
per ⊗FD

{

F
}

}

+ ε0 {Binary operation “⊗” denotes pointwise mul-

tiplication.}
5: end while

Algorithm 1: Standard algorithm of FFH method



4 CONVERGENCE STUDY 17

4 Convergence study

The analysis of the convergence behavior will be based on Algorithm (1) that can be
rewritten in the following form

ε1(xi, k + 1) =
N

∑

j=1

Kper(xi − xj)
(

Eref − E(xj)
)

ε(xj , k) (45)

where, e.g. ε1(xi, k+1) denotes the corresponding strain value at the (k+1)-th iteration.
To express action of the kernel Kper in the real space, we start from the identity

F−1
D

{

1

Eref

}

=
δ(x)

Eref
(46)

and add an appropriate term corresponding to the requirement K̂per(0) = 0. Now, it is
possible to express Eq. (45) explicitly in the form

ε1(xj, k + 1) =
Eref − E(xj)

Eref
ε(xj , k) − 1

N

N
∑

i=1

Eref − E(xi)

Eref
ε(xi, k), for j = 1, 2, . . . , N (47)

In following analysis, a binary heterogeneous rod with phase stiffnesses E0 and E0(1 +
p), p ∈ (−1,∞〉 is considered. An arbitrary node with coordinate xi and stiffness E0

is denoted as xE0
and, analogically, a node with stiffness E0(1 + p) as xE0(1+p). The

periodic cell is discretized using N nodes and we can assume that stiffness E0(1 + p)
occurs in m cases. Hence, it is obvious that stiffness E0 occurs in (N − m) cases. All
used variables related to both sequences are shown in Table 1, the domains of definition
of these variables are provided in Table 2.

Table 1: Sequences and related variables

studied sequence coordinate iteration stiffness E(x) nodes frequency volume fraction

ε1(xE0
, k) xE0

k E0 N N − m N−m
N

= 1 − c

ε1(xE0(1+p), k) xE0(1+p) k E0(1 + p) N m m
N

= c

Table 2: Domains of definition

variables E0, E0(1 + p), Eref p x N , m , (N − m) c k

def. domain R+ (−1,∞〉 〈a, b〉 N 〈0, 1〉 N0

Now, we can take a look at ε1 strain in the characteristic node xE0
. Using Eq. (47),

the recurrence relation for the strain ε1 as the (k+1)th iteration can be written as follows

ε1(xE0
, k + 1) =

Eref − E0

Eref
ε(xE0

, k)−

− 1

N

[

(N − m)
Eref − E0

Eref
ε(xE0

, k) + m
Eref − E0(1 + p)

Eref
ε(xE0(1+p), k)

]

(48)
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Subsequently, we can use condition that average strain of ε1(x, k) is equal to zero, yielding

N
∑

i=1

ε1(xi, k) = 0 ⇒ (N − m)ε1(xE0
, k) + mε1(xE0(1+p), k) = 0 ⇔ (49)

⇔ ε1(xE0(1+p), k) =

(

1 − N

m

)

ε1(xE0
, k) (50)

It is necessary to note that even the initial strain ε1(x, 0) has to satisfy condition (50). It
can be noticed that both Eq. (48) and (50) can be rewritten using the volume fractions

c =
m

N
(51)

where c ∈ 〈0, 1〉. In particular, substituting (51) into (48) and using (50) leads to

ε1(xE0
, k + 1) =

Eref − E0

Eref

[

ε0 + ε1(xE0
, k)

]

− (1 − c)
Eref − E0

Eref

[

ε0 + ε1(xE0
, k)

]

+

+ c · Eref − E0(1 + p)

Eref

[

ε0 +
1 − c

c
ε1(xE0

, k)

]

(52)

In the following text, ε1(xE0
, k) will be abbreviated to ε1(k). Hence, after several algebraic

manipulations, Eq. (52) leads to

ε1(k + 1) =
Eref − E0(1 + p − cp)

Eref
· ε1(k) +

E0ε0cp

Eref
(53)

Employing the following substitutions

a =
Eref − E0(1 + p − cp)

Eref

, b =
E0ε0cp

Eref

(54)

Eq. (53) yields
ε1(k + 1) = a · ε1(k) + b (55)

which is a linear inhomogeneous recurrence relation with constant coefficients. To solve
this equation, we first convert the recurrence relation into the homogeneous form. We
start with writing a formula for the (k + 2)th member

ε1(k + 2) = a · ε1(k + 1) + b (56)

Subtracting Eq. (55) from (56) leads to homogeneous form of linear recurrence relation

ε1(k + 2) − (a + 1)ε1(k + 1) + aε1(k) = 0 (57)

which admits a solution in the form

ε1(k) = rtk (58)
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with r ∈ R and t ∈ C. In order to find nontrivial solution, t has to verify the quadratic
equation

t2 − (a + 1)t + a = 0 (59)

from which we obtain
t1 = 1, t2 = a (60)

and the following expression for the kth member of the strain sequence

ε1(k) = r1 + r2a
k, r1, r2 ∈ R (61)

In order to determine r1 and r2 coefficients, we have to satisfy two linearly independent
equations obtained for two members of the studied sequence

ε1(0) = r1 + r2 aε1(0) + b = r1 + r2a (62)

leading to

r1 =
b

1 − a
r2 = ε1(0) +

b

a − 1
(63)

(notice that 1−a > 0, so we do not divide by zero). Using (61), (60) and (54) in Eq. (63),
the formula for the searched sequence can be written as

ε1(k) =
ε0cp

1 + p − cp
+

(

ε1(0) − ε0cp

1 + p − cp

)(

1 − E0(1 + p − cp)

Eref

)k

(64)

Now, we investigate the sequence behavior in respect to Eref parameter. First, we
consider the following situation

ε1(0) =
ε0cp

1 + p − cp
(65)

which implies

ε1(k) = ε1(0) =
ε0cp

1 + p − cp
(66)

thereby representing the situation when the initial solution is chosen such that is coincides
with the true solution.

In all other cases, the convergence behavior is governed by the limit

lim
k→∞

ε1(k) (67)

which converges if and only if
∣

∣

∣

∣

1 − E0(1 + p − cp)

Eref

∣

∣

∣

∣

< 1 ⇔ 0 <
E0(1 + p − cp)

Eref
< 2 (68)

Since the first inequality in the last relation is always valid, we finally obtain

E0

2
(1 + p − cp) < Eref (69)
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The sequence that converges to the limit

lim
k→∞

ε1(k) =
ε0cp

1 + p − cp
(70)

Finally, it can be noticed that if the following condition is satisfied

1 − E0(1 + p − cp)

Eref
= 0 ⇔ Eref = E0(1 + p − cp) (71)

then the algorithm converges in one step regardless of the choice of the reference media,
see also [24] where an identical result was presented for c = 50% without a proof. Note
that the optimal choice of the reference media is generally different from the homogenized
modulus of elasticity

EH =

(

c

E0

+
1 − c

E0(1 + p)

)

−1

=
1 + p

1 + cp
E0 (72)

To close the discussion on the subject, we briefly comment on behavior of the sequence
ε1(xE0(1+p), k) related to an arbitrary point with E0(1 + p) stiffness. It follows from
Eq. (49) that at each iteration step k the average strain of ε1, is equal to zero. Therefore,
the domain of convergence is identical to the case studied above.

For the sake of clarity, all results obtained in the current section are summarized in
Table 3.

Table 3: Summary of convergence properties of FFH algorithm

Eref ε1(xE0
, k) ε1(xE0(1+p), k)

E0

2 (1 + p − cp) < Eref limk→∞ ε1(xE0
, k) = ε0

cp

1+p−cp
limk→∞ ε1(xE0(1+p), k) = ε0

p(c−1)
1+p−cp

E0

2 (1 + p − cp) ≥ Eref limk→∞ ε1(xE0
, k) does not exist limk→∞ ε1(xE0(1+p), k) does not exist

E0(1 + p − cp) = Eref ∀k > 0 : ε1(k) = ε0
cp

1+p−cp
∀k > 0 : ε1(k) = p(1−c)

1+p−cp
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5 Numerical examples

After the general discussion on the convergence properties of FFH, in this Section the
influence of the choice of the Eref parameter to the performance of the algorithm in
graphical format is illustrated. To that end, we introduce the following non-dimensional
measure of stiffness

η =
Eref − E0

pE0
(73)

Figure 5 provides information on the optimal value of Eref parameter satisfying the
convergence in one step represented with a solid line. The rest of the lines presents the
limit value (69) ensuring the convergence of the method for different values of p. In
particular, the right half-planes in the c − η coordinate system specify the domains of
convergence of the method, the complementary parts (including the limit lines) collect
the choices for which the method diverges or oscillates.
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Figure 5: A domain of convergence as a function of c and Eref parameters.

Next, Figure 6 shows the influence of the choice of the reference medium and volume
fraction on the number of iterations. Note that the Algorithm 1 is terminated when the
relative difference between the exact and approximate solution in `2 norm decreased to a
value of 10−6. The optimal choice of the reference medium Eref = E0(1 + p− cp), leading
to a one-step convergence, corresponds to the value η = 1 − c. It can be observed that
increasing Eref leads to a linear increase of the required number of iterations, whereas
smaller values result in a super-linear increase in the number of iterations, leading to
non-convergence for η ≤ 1

2

(

1 − c − 1
p

)

.
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Figure 6: Number of iterations as a function of c; p = 20.

Finally, Figures 7 and 8 plot the number of iteration as a function of scaled Eref

parameter and phase modulus contrast p for two values of volume fractions c. The general
trend displayed by these figures is identical to the previous case, the only difference is that
higher values of p lead to notably higher increase of the number of iterations, indicating
that non-optimal choice leads to an increased computational cost.
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Figure 7: Number of iterations for c = 0.5
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Figure 8: Number of iterations for c = 0.25
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6 Solution using linear system

Contrary to Algorithm 1 that uses iterations of one dimensional Discrete Fourier Trans-
form, this section deals with matrix formulation of the method. First, Section 6.1 intro-
duces the linear system and compares it with the standard formulation of FFH method.
Next, Section 6.2 describes solution of linear system using conjugate gradient methods.
The application of Conjugate gradient method instead of Biconjugate gradient method
for nonsymmetric linear system is discussed. Finally, we propose that two phase medium
can be solved using the Conjugate gradient method in just one iteration.

6.1 Matrix formulation

The reformulation of Discrete Fourier Transform into algebraic form provided in Section 4
is utilized in this section to introduce linear system of equations. To remind the algebraic
formulation of FFH method, Equation (47) is again rewritten with addition of term ε0

to both sides of equation:

ε(xj, k + 1) =
Eref − E(xj)

Eref

ε(xj, k) − 1

N

N
∑

i=1

Eref − E(xi)

Eref

ε(xi, k) + ε0 (74)

where j = 1, 2, . . . , N.
For the subsequent analysis, the following notation is being used

x ∈ R
N×1 : x =

{

ε(x1), ε(x2), . . . , ε(xN)
}T

b ∈ RN×1 : b =
{

ε0, ε0, . . . , ε0

}T (75)

Hence, Equation (74) can be written in matrix form as

xk+1 = Bxk + b (76)

where matrix B ∈ RN×N can be expressed as

B = Bij =
Eref − E(xi)

Eref
δij +

E(xj) − Eref

NEref

Next, we can write the linear system in form Ax = b. Since the algebraic formulation of
FFH method has been provided, it is obvious that matrix A has the following relation
to matrix B

A = I − B

where I = Iij = δij . Hence, matrix A ∈ R
N×N can be represented as

A = aij =
E(xi)

Eref

δij +
Eref − E(xj)

NEref

(77)
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Require: Parameter Eref , E ∈ RN×1 : E =
{

E(x1), E(x2), . . . , E(xN)
}T

and ε0

Ensure: x ∈ RN×1 : x =
{

ε(x1), ε(x2), . . . , ε(xN)
}T

1: Set B ∈ R
N×N : B := Bij = Eref−E(xi)

Eref
δij +

E(xj)−Eref

NEref
and b ∈ R

N×1 : b := bi = ε0.

2: Set x0 =
{

ε0, ε0, . . . , ε0

}T

3: while until convergence do

4: xk+1 = Bxk + b

5: end while

Algorithm 2: Matrix algorithm of FFH

or it can be visualized as

A =













E(x1)
Eref

0 · · · 0

0 E(x2)
Eref

· · · 0
...

...
. . .

...

0 0 · · · E(xN )
Eref













+

+
1

NEref











Eref − E(x1) Eref − E(x2) · · · Eref − E(xN )
Eref − E(x1) Eref − E(x2) · · · Eref − E(xN )

...
...

. . .
...

Eref − E(x1) Eref − E(x2) · · · Eref − E(xN )











(78)

Finally, Equation (76) can be expressed as

xk+1 = (I − A)xk + b (79)

Thus, the vector ε that appears at line 4 of Algorithm 1 correspond to left multiplication
with matrix B and addition of vector b and it can be regarded as a basic iteration method
for solution of linear system Ax = b. The matrix form of FFH method is provided in
Algorithm 2. Its drawback is covered in necessity of storage matrix B instead of individual
vectors E, ε in Algorithm 1.

6.2 Gradient methods

In this section, the solution using gradient methods for system defined in Section 6.1 is
discussed. The most popular methods are Conjugate Gradient method (CG) and Bi-
conjugate Gradient method (BiCG). Both methods belong to projection techniques into
Krylov subspace and in contrary to residual methods such as Generalized Minimal Resid-
ual Method (GMRES) they are based on short recurrence relation, hence only the last
iteration vectors are necessary to store. While the CG method is suitable and converge
for symmetric and positive definite matrices, BiCG method is a generalization about
non-symmetric matrices. Primarily, both CG and BiCG methods will be defined and
the main properties identified. Next, Theorem 6.6 shows that the nonsymmetric system
defined in Section 6.1 can be solved using CG algorithm.
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6.2.1 Conjugate and Biconjugate Gradient Method

Both methods cited from Saad [21] are provided in Algorithms 3 and 4. The methods
themselves are constructed in order to satisfy the following orthogonality properties

rT
j ri = 0 for i 6= j (80)

pT
j AT pi = 0 for i 6= j (81)

r∗T
j r∗

i = 0 for i 6= j (82)

p∗T
j Ap∗

i = 0 for i 6= j (83)

that will be widely used in following proofs. Vectors rj := b − Axj are called residuum
vectors of vectors xj , vectors pj are conjugate directions in which the solution is searched.

The starred vectors r∗

i and p∗

i arise from dual system AT x∗ = b∗ and possess the same
meaning as vectors r and p respectively.

Require: A ∈ RN×N , b ∈ RN×1, x0 ∈ RN×1

Ensure: Ax = b.

1: Compute r0 := b − Ax0, p0 := r0

2: for j = 0, 1, 2, . . . , until convergence do

3: αj :=
rT

j rj

pT
j AT pj

4: xj+1 := xj + αjpj

5: rj+1 := rj − αjApj

6: βj :=
rT

j+1
rj+1

rT
j rj

7: pj+1 := rj+1 + βjpj

8: end for

Algorithm 3: Conjugate Gradient Method (CG) [21]

Lemma 6.1 (cited from Saad [21] without proof). The vectors produced by the Biconju-
gate Gradient algorithm satisfy the following orthogonality properties

rT
j r∗

i = 0, for i 6= j (84)

pT
j AT p∗

i = 0, for i 6= j (85)

Proof. Throughout the proof the duality property of Biconjugate gradient method is fully
utilized, hence it is sufficient to assume that j > i. Proof is provided using mathematical
induction.
Base case: First, Eq. (84) will be proved for j = 1 and i = 0 noting that the second
case for j = 0 and j = 0 is naturally satisfied from the duality property as stated above.
Hence, the proof begins with substituting into vector r1 the expression from line 6 of
BiCG Algorithm 4.

rT
1 r∗

0 = (r0 − α0Ap0)
T r∗

0 = rT
0 r∗

0 − α0p
T
0 AT r∗

0 = rT
0 r∗

0 − α0p
T
0 AT r∗

0 (86)
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Require: A ∈ RN×N , b ∈ RN×1, x0 ∈ RN×1

Ensure: Ax = b.

1: Compute r0 := b − Ax0. Choose r∗

0 such that rT
0 r∗

0 6= 0
2: Set p0 := r0, p∗

0 := r∗

0

3: for j = 0, 1, 2, . . . , until convergence do

4: αj :=
rT

j r∗
j

pT
j AT p∗

j

5: xj+1 := xj + αjpj

6: rj+1 := rj − αjApj

7: r∗

j+1 := r∗

j − αjA
T p∗

j

8: βj :=
rT

j+1
r∗

j+1

rT
j r∗

j

9: pj+1 := rj+1 + βjpj

10: p∗

j+1 := r∗

j+1 + βjp
∗

j

11: end for

Algorithm 4: Biconjugate Gradient Method (BiCG) [21]

Now, vector r∗

0 is equal to p∗

0 as stated at line 2 and finally, the substitution into term
α0 from line 4 of the algorithm guarantee that Eq. (86) heads to

rT
0 r∗

0 − α0p
T
0 AT r∗

0 = rT
0 r∗

0 −
rT

0 r∗

0

pT
0 AT p∗

0

pT
0 AT p∗

0 = 0

Next, it is necessary to prove that pT
1 AT p∗

0 = 0. First, vector p1 is expressed using line
9 of BiCG algorithm while vector AT p∗

0 using line 7. Thus

pT
1 AT p∗

0 = (r1 + βjr0)
T r∗

0 − r∗

1

α0

After cross multiplication, it is possible to utilize already proven property rT
1 r∗

0 = 0 and
rT

0 r∗

1 = 0 respectively. Hence

(r1 + βjr0)
T r∗

0 − r∗

1

α0
=

1

α0

(

β0r
T
0 r∗

0 − rT
1 r∗

1

)

and finally, the substitution into β0 from line 8 heads to the end of base case part.

1

α0

(

β0r
T
0 r∗

0 − rT
1 r∗

1

)

=
1

α0

(

rT
1 r∗

1

rT
0 r∗

0

rT
0 r∗

0 − rT
1 r∗

1

)

= 0

Induction hypothesis: Now, it is assumed that following statements hold for some
j ∈ N

∀i ∈ N, i < j : rT
j r∗

i = 0 ∧ rT
i r∗

j = 0

pT
j AT p∗

i = 0 ∧ pT
i AT p∗

j = 0
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Induction step: Now, following equations will be proved for i < j + 1

rT
j+1r

∗

i = 0 (87)

pT
j+1A

T p∗

i = 0 (88)

noting that rT
i r∗

j+1 = 0 and pT
i AT p∗

j+1 = 0 for i < j + 1 will be satisfied due to duality.
Then, the proof of Eq. (87) begins with substituting into vector rj+1 from line 7 of BiCG
algorithm.

rT
j+1r

∗

i = (rj − αApj)
T r∗

i = rT
j r∗

i − αpT
j AT r∗

i

Next, r∗

i is expressed using line 10 of BiCG. Using induction hypothesis, we obtain

rT
j r∗

i − αjp
T
j AT r∗

i = rT
j r∗

i − αjp
T
j AT (p∗

i − βi−1p
∗

i−1) =

= rT
j r∗

i − αjp
T
j AT p∗

i − αjβi−1p
T
j AT p∗

i−1 = rT
j r∗

i − αjp
T
j AT p∗

i

Assuming i < j, it is immediately equal to zero as induction hypothesis holds.

rT
j r∗

i − αjp
T
j AT p∗

i = 0

Otherwise i = j and koeficient αj can be expressed using line 4 of BiCG Algorithm.
Hence

rT
j r∗

j − αjp
T
j AT p∗

j = rT
j r∗

j −
rT

j r∗

j

pT
j AT p∗

j

pT
j AT p∗

j = 0

Next, Eq. (88) will be proved. First, vector pj+1 is expressed using line 9 of BiCG
algorithm.

pT
j+1A

T p∗

i = (rj+1 + βjpj)
T AT p∗

i = rT
j+1A

T p∗

i + βjp
T
j AT p∗

i

Term AT p∗

i can be expressed using line 7 of BiCG Algorithm and βj can represented as
in line 8. Hence

rT
j+1A

T p∗

i + βjp
T
j AT p∗

i = rT
j+1

r∗

i − r∗

i+1

αi

+
rT

j+1r
∗

j+1

rT
j r∗

j

pT
j AT p∗

i

If it is assumed that i < j than previous equation immediately equals to zero due to
induction hypothesis. Otherwise i = j and it also leads to the fact that it is equal to zero
as the induction hypothesis is used and αi is substituted

rT
j+1

r∗

i − r∗

i+1

αi

+
rT

j+1r
∗

j+1

rT
j r∗

j

pT
j AT p∗

i = −
rT

j+1r
∗

i+1

αi

+
rT

j+1r
∗

j+1

rT
j r∗

j

pT
j AT p∗

i =

= −
rT

j+1r
∗

i+1

rT
j r∗

j

pT
j AT p∗

i +
rT

j+1r
∗

j+1

rT
j r∗

j

pT
j AT p∗

i = 0
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Definition 6.2. Square matrices S, W ∈ RN×N are defined as

S = Sij =
E(xi)

Eref

δij (89)

W = Wij =
Eref − E(xj)

NEref
(90)

.

It is obvious that matrices A, S and W satisfy the following relation

A = S + W

.

Definition 6.3. Subspaces EN and EN
0 of vector space RN×1 are defined as

EN =

{

x ∈ R
N×1;

1

N

N
∑

i=1

xi = ε0

}

EN
0 =

{

x ∈ R
N×1;

1

N

N
∑

i=1

xi = 0

}

Lemma 6.4. Let S and W be matrices defined in Equations (89) and (90). Then
following relation holds

W T S + W T W = W T (91)

Proof. The proof is executed by simple algebraic emendations that are follows

W T S + W TW =
E(xj)[Eref − E(xi)]

NE2
ref

+
[Eref − E(xi)][Eref − E(xj)]

NE2
ref

=

=
E(xj)Eref − E(xi)E(xj) + E2

ref − ErefE(xj) − ErefE(xi) + E(xi)E(xj)

NE2
ref

=

=
E2

ref − ErefE(xi)

NE2
ref

=
Eref − E(xi)

NEref

= W T

Lemma 6.5. Let W ∈ RN×N be a matrix defined in Equation (90) and x ∈ RN×1 be a
vector from E0. Then

xT W = oT

where o ∈ RN×1 is zero vector (all of the components are equal to zero).
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Proof. Firstly, components of vector x are marked as xj for j = 1, 2, . . . , N . Hence, it is
possible to write

rT W =

N
∑

i=1

riWij =

N
∑

i=1

ri

Eref − E(xj)

NEref
=

Eref − E(xj)

NEref

N
∑

i=1

ri

Here, it is possible to apply the property of space E0 that 1
N

∑N

i=1 ri = 0. Hence, it
immediately follows that

rT W = oT

Theorem 6.6. Let Ax = b be a linear system with matrix A ∈ RN×N defined in Equation
(77) and with vector b ∈ R

N×1 defined in Equation (75). Next, x0 be a vector from
space EN . Then solution of linear system using Biconjugate Gradient method defined
in Algorithm 4 is equivalent to Conjugate Gradient method defined in Algorithm 3. In
addition, the following equations are satisfied

rjr
∗

j = rjrj (92)

pT
j AT p∗

j = pT
j AT pj (93)

Proof. Since vector r∗

0 can be choosen arbitrary such that rT
0 r∗

0, it is possible to take
r∗

0 equal to r0. The equivalence of BiCG and CG algorithms are satisfied if coefficients
from BiCG algorithm αj and βj are equal to coefficients of CG algorithm. In this case it
naturally arises that Equations (92) and (93) have to be satisfied. Again, the proof will
be based on mathematical induction.
Base case: Firstly, the basis of mathematical induction is established. It consists of
showing that Equations (92) and (93) hold for j = 0. It is simply satisfied since

r0 = r∗

0 = p0 = p∗

0

Next, it is necessary to show that coefficient β0 is same in both BiCG and CG algorithms.
Since Equation (92) holds for j = 0 it still require to prove it for j = 1. We investigate
the difference of following inner products

rT
1 r1 − rT

1 r∗

1 = rT
1 (r1 − r∗

1) (94)

Since the equations for the first residuum are as follows

r1 = r0 − α0Ap0 = r0 − α0Ar0 (95)

r̄1 = r0 − α0A
T p∗

0 = r0 − α0A
T r0 (96)

Equation (94) can be recast as

rT
1 (r1 − r∗

1) = rT
1 (α0A

T r0 − α0Ar0) = α0r
T
1 (AT − A)r0 (97)
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Using expression for vector r1 as in Equation (95) and the property that xT (A − AT )x
is equal to zero for arbitrarily taken vector x, Equation (97) leads to

α0r
T
1 (AT − A)r0 = α0(r0 − α0Ar0)

T (AT − A)r0 = α2
0r

T
0 (AT A − A2)r0 (98)

Next, matrix (AT A − A2) can be expressed using matrices S and W as follows

AT A − A2 = (S + W )T (S + W ) + (S + W )2 =

= S2+SW +W T S+W T W −S2−SW −WS−W 2 = W T S+W T W −WS−W 2

(99)

With the help of previous Equation (99) that can be substituted into Equation (98), the
proof heads to

α2
0r

T
0 (AT A − A2)r0 = α2

0r
T
0 (W T S + W T W − WS − W 2)r0 =

= α2
0r

T
0 (W T S + W T W )r0 − α2

0r
T
0 W (S + W )r0 (100)

Since r0 is expressed as r0 = b − Ax0 then r0 is from the space EN
0 because

〈r0〉 = 〈b − Ax0〉 = 〈b〉 − 〈Ax0〉 = ε0 − ε0 = 0

and assumptions of Lemma 6.5 are satisfied. Hence, the second term of Equation (100)
is equal to zero as there is a multiplication with zero vector. Next, first term in Equation
(100) can be manipulated using Lemma 6.4 to obtain

α2
0r

T
0 (W T S + W T W )r0 − α2

0r
T
0 W (S + W )r0 = α2

0r
T
0 W T r0 (101)

Another use of Lemma 6.5 leads to

α2
0r

T
0 W T r0 = α2

0r
T
0 o = 0

and the base case of the proof has been finished.
Induction hypothesis: Now, it is assumed that the algorithm is satisfied for iteration
number j. It means that following formulas hold up

rT
j rj = rT

j r∗

j (102)

rT
j+1rj+1 = rT

j+1r
∗

j+1 (103)

pT
j AT pj = pT

j AT p∗

j (104)

Inductive step In this part the following formulas are being proved using induction
hypothesis.

pT
j+1A

T pj+1 = pT
j+1A

T p∗

j+1 (105)

rT
j+2rj+2 = rT

j+2r
∗

j+2 (106)
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First, Equation (105) will be proved. Hence

pT
j+1A

T pj+1 − pT
j+1A

T p∗

j+1 = pT
j+1A

T pj+1 −
rT

j+1r
∗

j+1

αj+1

as the second term has been expressed using line 4 of BiCG algorithm. Next, it is possible
to use Equation (103) from induction hypothesis. Vector pj+1 can be expressed using line
9 of BiCG. With the help of A-conjugacy of pj vectors, it heads to

pT
j+1A

T pj+1 −
rT

j+1r
∗

j+1

αj+1
= pT

j+1A
T (rj+1 + βjpj) −

rT
j+1rj+1

αj+1
= pT

j+1A
T rj+1 −

rT
j+1rj+1

αj+1

Next, term Apj+1 can be expressed using line 6 of BiCG as

Apj+1 =
rj+1 − rj+2

αj+1

After substituting and using orthogonality properties of rj vectors, we obtain

pT
j+1A

T rj+1 −
rT

j+1rj+1

αj+1

=

(

rj+1 − rj+2

αj+1

)T

rj+1 −
rT

j+1rj+1

αj+1

= 0

Next, Equation (106) will be proved.

rT
j+2rj+2 − rT

j+2r
∗

j+2 = rT
j+2(rj+2 − r∗

j+2) = (rj+1 − αj+1Apj+1)
T (rj+2 − r∗

j+2) =

= rT
j+1(rj+2 − r∗

j+2) − αj+1p
T
j+1A

T (rj+2 − r∗

j+2)

Since the orthogonality properties of vectors ri and Lemma 6.1 hold, the first term equals
to zero. With substitution of rj+2 and rj+2 as in the lines 9 and 10 of Algorithm 4, we
arrive at

rT
j+1(rj+2 − r∗

j+2) − αj+1p
T
j+1A

T (rj+2 − r∗

j+2) =

= −αj+1p
T
j+1A

T [(pj+2 − βj+1pj+1) − (p∗

j+2 − βj+1p
∗

j+1)]

Next, use of Lemma 6.1 and A-conjugacy of pj vectors with some algebraic emendations
leads to

−αj+1p
T
j+1A

T [(pj+2−βj+1pj+1)−(p∗

j+2−βj+1p
∗

j+1)] = αj+1βj+1(p
T
j+1A

T pj+1−pT
j+1A

T p∗

j+1)

and finally, the utilization of Equation (105) proved in previous step heads to

αj+1βj+1(p
T
j+1A

T pj+1 − pT
j+1A

T pj+1) = 0

Corollary 6.7. Let Ax = b be a linear system with matrix A ∈ RN×N defined in
Equation (77) and with vector b ∈ RN×1 defined in Equation (75). If initial solution x0

is choosen from space EN then CG algorithm converges to a solution of the linear system.
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6.2.2 Two phase medium

In this part, the special case of two phase medium and initial vector x0 taken as vector b is
considered. Numerical solution gets convergence in one iteration and it will be compared
with the results in Section 4 Convergence Study.

Lemma 6.8. Let A be a matrix defined in Equation (77) and b = bi = ε0 vector defined
in Equation (75), then following equations hold:

AT b = b (107)

bT Akb = bT b = Nε2
0 (108)

Proof. First, Equation (107) will be proved.

AT b =

N
∑

i=1

Aijbi =

N
∑

i=1

(

E(xi)

Eref
δij +

Eref − E(xj)

NEref

)

ε0 =

= ε0

(

E(xj)

Eref
+

Eref − E(xj)

Eref

)

= ε0 = bi = b

Next, proof of Equation (108) is provided. Using simple transposition and k times appli-
cation of previously proven Equation (107), it is possible to write:

bT Akb = (AkT b)T b = bT b =
N

∑

i=1

ε2
0 = Nε2

0

Lemma 6.9. Let A be a matrix defined in Equation (77) and b = bi = ε0 vector defined
in Equation (75), then following quadratic form can be expressed as:

bT (AT A − AT )b =
ε2
0NE2

0cp
2

E2
ref

[1 − c] = cN(1 − c)

(

ε0E0p

Eref

)2

(109)

It is necessary to note that variables c and p were already defined in Section 4. Just
for clarification, variable c is volume fraction of inclusions and p is a ratio between the
perturbing part of stiffness E1 and stiffness of matrix E0: p = E1

E0
.

Proof. Using expression for matrix A = S + W and Equation (91) in Lemma 6.4 leads
to:

bT (AT A − AT )b = bT (S2 + SW + W T S + W T W − S − W T )b =

= bT (S2 + SW − S)b (110)

Next, individual quadratic forms bT Sb, bT S2b and bT SWb will be calculated.

bT Sb =
N

∑

i=1

ε2
0

E(xi)

Eref

=
ε2
0

Eref

N
∑

i=1

E(xi) (111)
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The sum of stiffness in individual points can be divided into two sums, one related to
stiffness of matrix E0 and the other one to stiffness of inclusion E0(1 + p):

N
∑

i=1

E(xi) =

N(1−c)
∑

i=1

E0 +
Nc
∑

i=1

E0(1 + p) = NE0(1 + cp)

After substituting this into Equation (111), it leads to:

bT Sb =
ε2
0NE0

Eref
(1 + cp) (112)

Analogically to previous quadratic form, it is possible to express:

bT S2b =
ε2
0

E2
ref

N
∑

i=1

E2(xi) =
ε2
0NE2

0

E2
ref

[1 + cp(2 + p)] (113)

Since Wb =
∑N

j=1 ε0
Eref−E(xj)

Eref
= ε0

[

1 − E0

Eref
(1 + cp)

]

, the last quadratic form can be

written as:

bT SWb =
ε2
0NE0

Eref

[

1 − E0

Eref
(1 + cp)

]

(1+cp) =
ε2
0NE0

Eref
(1+cp)− ε2

0NE2
0

E2
ref

(1+cp)2 (114)

Finally, it is possible to continue with initial quadratic form stated in Equation (110).
Hence

bT S2b + bT SWb− bT Sb =
ε2
0NE2

0

E2
ref

[1 + cp(2 + p)]− ε2
0NE2

0

E2
ref

(1 + cp)2 =
ε2
0NE2

0cp
2

E2
ref

[1− c]

Lemma 6.10. Let A be a matrix defined in Equation (77) and b = bi = ε0 vector defined
in Equation (75), then following quadratic form can be expressed as:

bT (A2T A − A2T )b =
ε2
0NE2

0cp
2

E2
ref

(1 − c) − ε2
0NE3

0cp
2

E3
ref

(1 − c)(1 + p − cp) (115)

Proof. At the beginning matrix A will be expressed using matrices S and W as in the
previous proof.

bT (A2T A − A2T )b = bT (S3 + 2S2W + W T SW − S2 − W T S)b (116)

Next, expression for quadratic forms bT S2b and bT W T Sb can be used from previous
proof while bT S3b,bT S2Wb and bT W T SWb will be calculated.

bT S3b =
ε2
0

E3
ref

N
∑

i=1

E3(xi) =
ε2
0NE3

0

E3
ref

[1 + 3cp + 3cp2 + cp3]
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bT S2Wb =
ε2
0NE2

0

E2
ref

[

1 − E0

Eref
(1 + cp)

]

[1 + cp(2 + p)] =

=
ε2
0NE2

0

E2
ref

[1 + cp(2 + p)] − ε2
0NE3

0

E3
ref

(1 + cp)[1 + cp(2 + p)]

bT W T SWb =
ε2
0NE0

Eref

[

1 − E0

Eref

(1 + cp)

]2

(1 + cp) =

=
ε2
0NE0

Eref

(1 + cp) − 2
ε2
0NE2

0

E2
ref

(1 + cp)2 +
ε2
0NE3

0

E3
ref

(1 + cp)3

Finally, it can be substituted into Equation (116). After subtraction of some terms and
several algebraic emendations, it leads to:

bT (A2T A − A2T )b =
ε2
0NE2

0cp
2

E2
ref

(1 − c) − ε2
0NE3

0cp
2

E3
ref

(1 − c)(1 + p − cp)

Theorem 6.11. For the two phase heterogeneous rod and vector x0 equal to vector b,
CG method converge in one step and coefficient α0 has following expression

α0 =
Eref

E0(1 + p − cp)

Proof. Since vector p0 is equal to r0 and x0 to b, then

p0 = b − Ax0 = (I − A)b

and the first iteration vector x1 can be calculated as

x1 = x0 + α0p0 = b + α0(I − A)b

Next, coefficient α0 will be investigated. Hence, it is possible to express it as

α0 =
rT

0 r0

pT
0 AT p0

=
bT (I − A)T (I − A)b

bT (I − A)T AT (I − A)b
=

bT (I − AT − A + AT A)b

bT (AT − AT A − A2T + A2T A)b
=

=
bT (AT A − AT )b + bT b − bT Ab

bT (A2T A − A2T )b − bT (AT A − A)b
=

bT (AT A − A)b

bT (A2T A − A2T )b − bT (AT A − AT )b

After substituting from Lemmas 6.9 and 6.10 it heads to:

α0 =
bT (AT A − A)b

bT (A2T A − A2T )b − bT (AT A − AT )b
=

ε2
0NE2

0cp2

E2
ref

[1 − c]

ε2
0
NE3

0
cp2

E3
ref

(1 − c)(1 + p − cp)
=

=
Eref

E0(1 + p − cp)
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Next, it is possible to use results obtained in Section 4 dealing with convergence behaviour
of two phase heterogenous rod. The basic result provide Equation (64)

ε1(k) =
ε0cp

1 + p − cp
+

(

ε1(0) − ε0cp

1 + p − cp

)(

1 − E0(1 + p − cp)

Eref

)k

that describes behaviour of perturbating strain ε1 in points xE0
with stiffness E0. This

sequence is obtained from the iteration algorithm with matrix (I−A) as it is described in
Equation (79). The multiplication with this matrix also correspond to projection vector
p0 = (I − A)b. Hence, its components that relates to stiffness E0 can be marked as
p0(xE0

) and expressed as:
p0(xE0

) = ε1(1) − ε1(0)

After substituting into sequence defined in Equation (64) for k = 1 and considering that
ε1(0) = 0 as initial vector x0 is taken as b, it can be expressed as:

p0(xE0
) =

ε0cp

1 + p − cp

E0(1 + p − cp)

Eref

Thus, it is possible to express strain relating to stiffness E0 as in line 4 of CG algorithm
(x1 = x0 + α0p0).

ε(xE0
) = ε0 + α0p0(xE0

)

after substitution into this equation, it heads to:

ε(xE0
) = ε0 +

ε0cp

1 + p − cp

that is exact solution for stiffness E0 as it is described in Section 4. It says that it
converges in one step for points with stiffness E0. Next, behaviour of points with stiffness
E0(1 + p) can be investigated from the condition of compatibility saying that average
perturbing strain is equal to zero

N
∑

i=1

ε1(xi) = 0 ⇒ (N − m)ε1(xE0
) + mε1(xE0(1+p)) = 0

Since the condition has to be satisfied as p0 ∈ EN
0 and first iteration of ε(xE0

) is equal to
exact solution, then ε(xE0(1+p)) is necessarily equal to exact solution as well.

Corollary 6.12. When optimal value for Eref = E0(1 + p − cp) is taken, coefficient α0

is equal to one.

Proof. Since α0 = Eref

E0(1+p−cp)
, it is obvious.

Finally, the iteration method with matrix (I−A) or simple iteration by FFT respectively
versus matrix solution by CG algorithm is compared. In the first case, parameter Eref

plays a crucial role for convergence while “poor” choice of Eref for CG algorithm is
compansated with inner coefficent of CG algorithm αk.
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Part IV

Comparison and conclusion

This section provides conclusion and comparison of GAF and FFH methods that are
used for modeling heterogeneous materials for discrete data provided in bitmaps. First
method is being used for compactly located heterogeneities placed in an infinity matrix
while the second method deals with periodically repeating medium. The summarization
of the results is provided in the following list.

GAF method

• Two approaches using Approximate Approximation (Standard and Regularization
approach) were investigated.

• The discrete values resulting from the Standard approach represent poorly the
exact solution as it suffer from serious Gibb’s effect especially for larger values
of parameter H .

• The discrete values resulting from Regularization approach represent well smoothed
or regularized exact solution. Parameter H regulating Gaussian basis function has
direct influence on the rate of smoothing or regularization.

• Fast Fourier Transform can be used for matrix with vector mutliplication resulting
in sped up.

FFH method

• The optimal choice of the reference medium depends on the problem geometry.

• In one-dimensional situation, the optimal choice of the reference medium exists, for
which the algorithm converges in a single step.

• This value is generally different from η = 1
2
, which is the choice reported in available

convergence studies, e.g. [16, 24]

• The optimal value is different from the homogenized stiffness.

• Linear system Ax = b arising from this method is non-symmetric and full.

• The standard algorithm of FFH method corresponds to basic iteration method
xk+1 = (I − A)xk + b for the solution of the linear system.

• Linear system can be efficiently solved using Conjugate Gradient Algorithm as it
produces the same sequence of vectors as in Biconjugate Gradient Algorithm.

• Linear system from the problem of two phase medium is solved by Conjugate Gra-
dient Algorithm in just one iteration.
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Extention of these conclusions into the multi-dimensional setting remains an open
problem, which is currently being studied. The totally unsolved remains Conjugate gra-
dient method convergence in the case of GAF method.
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