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Editorial

The twenty-second session of the European Graduate School 2012 (called usually
ALERT Doctoral School) entitled Advanced experimental techniques in geomechan-
ics is organized by Cino Viggiani, Steve Hall and Enrique Romero. It belongs to the
events taking place regularly during the annual meeting of the ALERT Geomateri-
als association in Aussois. Created in 1989 by Félix Darve, Roberto Nova, Manuel
Pastor, Ian Smith, Pieter Vermeer and Olek Zienkiewicz, the ALERT association has
become a highly acknowledged platform for the scientific exchange and education in
the field of geomaterials. Its 27 members from European universities (and also two
non-European Academic institutions) possess a strong potential for the research and
scientific development focused on the mechanical behaviour of soils, rocks and con-
crete. More details can be found at http://alertgeomaterials.eu.

In 2011, Manolo Pastor was elected as a new president of the ALERT Geomaterials,
following the prominent era of Félix Darve. The newly composed ALERT Bureau
introduced some modifications of the ALERT traditions. One of them regards the
book of the ALERT school. Over many years, the book was printed as a special
number of the European Journal of Environmental and Civil Engineering published
by Lavoisier. Although the cooperation with Lavoisier was very good, ALERT have
decided to produce the book by its own in the future. In this way, the publication can
be made freely available in an electronic form and thus accessible to anybody all over
the world.

On behalf of the ALERT Board of Directors and of all the members of ALERT, I would
like to thank the organizers of this School 2012 for their intensive work invested into
the preparation of the published volume and the oral presentations during the event in
the Paul Langevin Centre in Aussois.

Ivo Herle
Director of ALERT Geomaterials
Technische Universität Dresden, Germany
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_____________________________________________________________________________________ 

Advanced experimental techniques in geo-
mechanics: Foreword 

____________________________________________________________________ 

Geomaterials exhibit complex mechanical behaviors that are coupled across a 
range of scale lengths and across many different physical mechanisms. Such cou-
plings come in part from the nature of the materials, being multi-phase (solid plus 
fluids) and having structures ranging from granular building blocks to fracture or 
layer separated units. The requirement to consider these couplings also comes from 
the range of engineering fields in which these natural materials are implicated, 
meaning that material behaviors often have to be understood over a range of differ-
ent conditions involving, for example, the presence of different stored or circulating 
fluids, with potential chemical interactions, and different pressure conditions, relat-
ing to near surface conditions or those of deeply buried formations. Furthermore, 
geomaterials are, by nature, not homogeneous, neither in their “virgin” state nor in 
their mechanical responses to load. Many different depositional structures, for ex-
ample, can lead to heterogeneity at different scales, plus, as these materials deform, 
they generally exhibit some form of localized behavior in the form of strain localiza-
tion or fracture. Together these different factors lead to a set of materials and phe-
nomena that are very challenging to model. 

Various advanced modeling approaches have been proposed to describe the me-
chanics of geomaterials, including: higher-order continuum approaches to charac-
terize, for example, strain localization; multi-scale approaches involving homogeni-
zation of explicitly modeled micro-scale mechanics; discrete element models that 
attempt to model granular systems from the grain-scale upwards; thermo-chemo-
hydro-mechanically coupled models. However, such models require experimental 
results, at the appropriate scales with the appropriate sensitivities and under the 
appropriate environmental conditions, to identify and characterize the important 
mechanisms controlling the material responses, to provide ground truth and to iden-
tify model input parameters. Unfortunately, traditional experimental methods often 
fall short of providing the necessary data for the increasingly ambitious modeling 
approaches. To address such shortcomings, new (advanced) experimental methods 
have been under development in recent years. The papers in this volume have been 
specifically prepared to summarize some of the key developments in this area and 
specifically to serve as lecture notes for the students and researchers attending the 
2012 ALERT doctoral school on "Advanced experimental techniques in geo-
mechanics". 
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One of the main drawbacks of traditional experimental approaches is that they pro-
vide information relating to macro-scale, “averaged” responses and no details on 
internal structural evolution and deformation mechanisms, e.g., shear band devel-
opment. In the first paper of this volume, an historical perspective and current 
trends in full-field measurements in experimental geomechanics describes a range 
of experimental methods, including optical and x-ray methods, that permit micro- 
and meso-scale material behaviors and heterogeneous responses to be more cor-
rectly characterized. The following paper discusses one of these methods in more 
detail, namely Digital Image Correlation (DIC), which has, in recent years become 
a key tool in experimental mechanics in general and is increasingly popular in geo-
mechanics. In the third paper of this volume, another full-field method is described: 
ultrasonic tomography, which provides measurements that complement stress-strain 
measures.  

As discussed above, geomaterial behaviors, and the geomechanical/geotechnical 
challenges in which they are concerned often, entail coupled processes involving 
different thermo-chemo-hydro-mechanical couplings operating at different time and 
space scales. The second set of three papers of this volume discusses new advanced 
experimental multiphase geomechanics approaches that are now available for 
laboratory investigation of these key coupled processes. 

The four papers on low-perturbation geophysical measurements place emphasis 
inherent soil characterization challenges and explore the geotechnical significance 
of elastic, electromagnetic and thermal properties.  

We would like to thank all the contributors to this volume and hope that the papers 
collected herein will provide a good overview of the current (and future) possibili-
ties in experimental geomechanics as a complement to the lectures given at the doc-
toral school. 
 

Cino Viggiani 
Steve Hall 

Enrique Romero 
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_____________________________________________________________________________________ 

Full-field measurements in experimental 

geomechanics: historical perspective, cur-

rent trends and recent results  

Gioacchino Viggiani
1
 and Stephen A. Hall

2
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UJF-Grenoble 1, Grenoble-INP, CNRS UMR 5521, Laboratoire 3SR, 

Grenoble, France 
2
Formerly 3SR, now: Division of Solid Mechanics, Lund University, 

Lund, Sweden and European Spallation Source AB, Lund, Sweden 
____________________________________________________________________ 

Full-field measurement is a rapidly growing subject in experimental mechanics. 

Over the past few years, we have presented a couple of state-of-the-art papers on 

the application of such methods to experimental geomechanics ([Vig08], [HaD12]). 

This paper, which is essentially an updated version of [Vig08], four years later, 

provides an overview of different available methods, and discusses their application 

to laboratory geomechanics. A selection of examples from the authors’ experience 

with both soils and rocks is presented to illustrate the variety of methods available 

and the kind of information these methods provide. The examples include measure-

ment of 2D and 3D kinematics, ultrasonic tomography and x-ray tomography, in-

situ 3D x-ray diffraction and in-situ, spatially-resolved neutron diffraction. The 

combination of two full-field methods (x-ray tomography and 3D digital image cor-

relation) is also shown. The aim of the paper is to present the tremendous possibili-

ties now available and the new avenues opening up for research in geomechanics. 

These methods provide new data on the mechanics of geomaterials at different 

scales, including continuum measures of strain, porosity, and fabric plus discrete 

measures of particle kinematics and, one day, possibly even force transmission. 

Therefore, results of such measurements might be used as a guide to develop higher-

order or multi-scale models for the mechanical behavior of geomaterials.   

1 Introduction 

During the last two decades, so-called non-contact measurement techniques have 

become increasingly popular in laboratory experimental mechanics (see, e.g., 

[Hil12]). Such techniques are often referred to as full-field in contrast to more con-
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ventional measurement techniques, which are based on the use of transducers posi-

tioned at the specimen boundaries. Full-field techniques provide what even multiple 

local measurements cannot, that is, the measurement of a field of data over the en-

tirety of the specimen (e.g., deformation, density, temperature, etc.) as opposed to 

point-wise data.  

In conventional material testing, specimen response is characterized only globally. 

Under such conditions, with no information between measurement points, the meas-

ured response can at best be seen to represent an overall, averaged material re-

sponse. Consequently, only in the case of a perfectly homogeneous material under-

going perfectly uniform deformation will the response measured from the test reflect 

true material (i.e., constitutive) behavior. Obviously, neither are materials truly ho-

mogeneous at the scale of a laboratory specimen, nor are boundary conditions per-

fect. Furthermore, even when starting from “perfectly” homogeneous conditions, 

specimen deformation can eventually localize into more or less narrow zones (shear 

and compaction bands, tensile and shear cracks or fractures) at some stage of a test. 

In the presence of localized strains, it is clear that the meaning of stress and strain 

variables derived from boundary measurements of loads and displacements is only 

nominal, or conventional. Measuring the full field of deformation in the specimen is 

in this case the only way in which test results can be appropriately interpreted. 

As far as experimental geomechanics is concerned, the use of full-field measure-

ments in the laboratory is in fact not completely new. For instance, x-ray radiog-

raphy was used already in the early 1960s in Cambridge as a non-invasive technique 

for measuring strain field in soil [Ros63, Ros70]. The technique was initially con-

ceived with the purpose of following the positions of lead markers during a test on 

plane strain soil models. The underlying idea was that displacements of a grid of 

markers from one radiograph to the next can be interpreted as indications of a con-

tinuum displacement field and, through differentiation, a corresponding strain field. 

However, the radiographs revealed other, extremely interesting effects associated 

with local changes in the soil itself. In fact, local and relatively confined density 

changes, if sufficiently marked, produce corresponding contrasts in absorption of x-

rays which can be seen on the radiographs. Such density variations allowed direct 

observation of narrow dilation bands forming in the soil models (e.g., Figure 1). 

Other pioneering examples of the use of full-field measurement in experimental 

geomechanics include the method of False Relief Stereophotogrammetry (FRS), first 

used in soil mechanics by Butterfield and co-workers [But70] and then extensively 

applied and developed in the 1980s to capture non-homogeneous deformation 

throughout tests under plane strain conditions (e.g., [Des84, DeD84]; see [DeV04] 

for an overview). In essence, FRS is based on the analysis of successive pairs of 

photographs of the side of a specimen deforming under load and allows direct meas-

urement of (incremental) deformations and determination of strain fields throughout 

a test. As we will present later, FRS provided unprecedented insight for localization 

studies in geomaterials. However, due to recent, major technological development 

and rapid proliferation of alternative techniques making use of digital image analy-

sis, FRS has been superseded by Digital Image Correlation (DIC) methods. 

Outside of geomechanics, there have been many significant developments in the 

area of full-field measurements. This is exemplified by the increasing number of 
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journal publications and conferences specifically devoted to this subject. As an ex-

ample, the motivating statement for the “Photomechanics 2008” conference was: 

“Classical procedures used in experimental solid mechanics have been significantly 

modified by recent advances in optical measurement methods, image processing and 

infrared thermography. These full-field measurement techniques lead to high resolu-

tion displacement, strain and temperature maps which open new and attractive fields 

of investigation” (http://www.lboro.ac.uk/departments/mm/conferences/ photome-

chanics//). While geomechanics was certainly pioneering some aspects of full-field 

measurements some forty years ago, it seems that more recently we are lagging 

behind our colleagues in solid mechanics – who use such techniques for “simple” 

materials such as metals and metallic alloys. However, materials such as sand, clay, 

sandstone, granite, etc., are the quintessential heterogeneous, multi-scale materials. 

This paper aims to make the point that a wider use of full-field measurement in 

laboratory geomechanics not only is possible (and exciting), but also it is the only 

way to significantly advance our understanding of the mechanics of soils and rocks, 

especially in the hot topics of strain localization and fracture. 
 

 
Figure 1. (a) Dilation bands in dense sand over a displacing trapdoor; (b), (c) dila-

tion bands and zones of dilation around a rotating blade in dense sand ((b) radio-

graph from Cambridge University archive; (c) interpretation of (b), after [Mui02]). 

 

The structure of this paper is as follows. The next section gives an overview of dif-

ferent available full-field laboratory methods, and discusses how they might signifi-

cantly improve the experimental support to geomechanics. Some selected examples 

are then presented, which illustrate the application of different full-field methods to 

a variety of geomaterials. It is important to note that we have deliberately chosen to 

present examples only from our personal experience. Obviously, in so doing, we do 
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not pretend that these are necessarily the best or the most advanced examples avail-

able, they are just those that we are most familiar with. Although not exhaustively, 

we have tried to provide a few references to both classic and more or very recent 

work on each of the methods. The first examples we present are based on our expe-

rience with the measurement of 2D kinematics in plane strain tests (using FRS and 

DIC) on soils (Sect. 3) and rocks (Sect. 4). The application of ultrasonic tomography 

is then discussed in Sect. 5, with examples concerning a stiff clay and a sandstone. 

Section 6 discusses the use of x-ray tomography to study the internal structure and 

deformation processes in a variety of geomaterials. In Sect. 7, we show the power of 

combined x-ray tomography and 3D DIC for quantitative analysis of the evolution 

of localized deformation; this is illustrated for a clay rock and then for a fine sand 

under triaxial compression. For granular geomaterials (i.e., sand), an alternative to 

DIC is represented by Particle Tracking in 3D; this is discussed in Sect. 8. Finally, in 

Sect. 9 we present some (very preliminary) results recently obtained using coherent 

elastic neutron and x-ray diffraction. Through all these examples our aim is to pre-

sent the tremendous possibilities now available and the new avenues opening up for 

research in geomechanics. The paper concludes with some discussion about how 

these emerging full-field methods might be practically employed in a “standard” 

geomechanics laboratory, i.e., the extent to which large investments are required. 

2 OVERVIEW OF METHODS 

Several types of full-field techniques have been used in material characterization in 

the last decades. The fields that are measured concern a range of physical variables, 

which may be scalars (e.g., temperature), vectors (e.g., displacement) or even ten-

sors (e.g., strain). For each of such variables, many different techniques exist. For 

example, a displacement field, which is the most common field measured, can be 

obtained with a number of methods including speckle, speckle interferometry, geo-

metric moiré, moiré interferometry, holographic interferometry, image correlation 

and the grid method (see [Gré04]) and references therein). It is obvious that once 

displacements have been measured, a strain field can be derived simply by applying 

continuum mechanics. However, strain can also be determined directly, e.g., with 

shearography (again, see [Gré04]). 

Displacement field measurements and subsequent strain field calculations can pro-

vide a complete picture of the deformation process throughout an experiment, in-

cluding the effects of pre-existing structure or defects, and any loss of homogeneity 

during the test (e.g., strain localization). Field information during a test can thus 

allow tracking of the evolution (from onset to complete development) of specific 

features of deformation such as individual shear bands or more complex patterns, 

which might be otherwise hidden. 

Kinematics is only one aspect of full-field measurement. In fact, a number of meth-

ods exist that provide full-field data on properties such as temperature, density, ul-

trasonic velocity, or electrical conductivity. These methods, which are often not 

direct (in that they involve some form of inverse analysis), allow to quantify proper-

ty variations in time and space. For example, one can derive maps of ultrasonic 
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velocities in a deformed soil or rock sample and infer from these maps the conse-

quences of deformation, such as compaction and related porosity reduction, or grain 

crushing. Later in this paper we will discuss in more detail ultrasonic and x-ray 

tomography, but other methods are also available, e.g., Magnetic Resonance Imag-

ing (MRI, e.g., [She03]), Electrical Resistivity Tomography (ERT, e.g., [Com08] 

and neutron tomography (e.g., [Sol03], [Mas04], [HaH10]). MRI, ERT and, particu-

larly, neutron tomography are well suited to study fluid motion in porous media in 

3D. Measurement of temperature fields (infrared thermography) has potential for 

experimental studies of fracture onset and development in brittle geomaterials, i.e., 

rock and concrete (e.g., [Luo90], [WuL06]). The possible interest of thermography 

for soil mechanics has also been recently shown by [Luo07]. However, whilst these 

published examples are interesting, MRI, ERT, neutron tomography and thermogra-

phy are not further discussed in this paper. 

Whatever the field measured, all these techniques represent a substantial advance on 

conventional methods in experimental mechanics, in that they allow qualitative and 

quantitative characterization of heterogeneities in both material properties and pro-

cesses during a test. Full-field measurements are particularly attractive for geome-

chanics, because heterogeneity (at different scales) is the rule rather than the excep-

tion when dealing with soils and rocks. 

In practice, full-field measurements can be useful for soil and rock testing in a num-

ber of ways: (i) material characterization and specimen inspection; (ii) assessment of 

actual test boundary conditions; (iii) tracking of heterogeneous response during a 

test; (iv) validation and identification of models. The first possible use is in a sense 

similar to other techniques for soil or rock characterization (e.g., microscopy), in 

that images are processed to obtain various properties of the material. However, in 

the context of full-field measurement the objective is to specifically identify any 

heterogeneity initially present in the specimen to be tested (defects, inclusions, etc.). 

This is not just for quality control (avoiding to test “defective” samples) but also, 

and more importantly, as a powerful means to better interpret test results (e.g., why 

localized deformation appeared where it did, why was the measured value of perme-

ability higher/lower than expected, etc.). Very much like geomaterials are never 

homogeneous, imposed test boundary conditions are never perfect. This is the se-

cond use of full-field measurement, i.e., to directly measure and thus assess any 

deviation of the actual from the envisaged conditions. For example, the deformation 

of the testing apparatus can be measured and its effect removed much more effec-

tively than any standard calibration for system compliance. The third usage of full-

field measurement, tracking of heterogeneous response during a test (e.g., strain 

localization and pattern development), has been introduced already and will be illus-

trated by a number of examples in the following sections. The final reason why 

measuring a full-field is of interest is related to the development of constitutive 

models. If a measured field from a test is available (most commonly, the strain 

field), this can be in some way compared to an equivalent field obtained using a 

given constitutive model. The parameters of the model can be then identified (i.e., 

the inverse problem solved), provided that they play a role in defining the field. The 

availability of identification strategies enabling the extraction of the constitutive 

parameters is the key issue, as, in general, no closed-form solutions exist that direct-
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ly link the measurements to the unknown model parameters. A few “simple” inver-

sion approaches have been proposed (e.g., the so-called “Virtual Fields Method”, 

[Gré89], [Gré06]), but they are of limited interest for geomaterials, being generally 

restricted to relatively simple constitutive relations. Another identification strategy 

has been recently suggested by [Rou08], which directly integrates DIC measure-

ments into a Finite Element formulation that includes a damage law for the material. 

However, geomaterials require more complex, inelastic models, for which numerical 

methods (e.g., FEM) must be used to derive the field that is to be compared to the 

measured data. In general, how the model parameters are extracted from such a 

comparison remains an open challenge. 

3  STRAIN LOCALIZATION IN SOILS STUDIED 

BY 2D OPTICAL METHODS 

3.1 False Relief Stereophotogrammetry (FRS) 

The most popular – and possibly obvious – full-field methods in experimental geo-

mechanics involve optical tools to measure the complete surface displacement field 

of a specimen deforming under applied load. As a first example, a few selected re-

sults by Desrues and coworkers will be shown herein, which were obtained using 

False Relief Stereophotogrammetry (FRS) to capture non-homogeneous deformation 

in sand specimens throughout the duration of plane strain compression tests. FRS is 

based on the comparison of photographs taken from a fixed viewpoint at different 

times during the loading process. An essential feature of FRS is that the deformation 

is directly perceived as a fictitious relief (hence the name of the method) by using 

the well-known stereoscopic effect on successive pairs of photographs. The relief 

observed is due to the (plane) deformation taking place in the time interval between 

the two photographs, not to a real 3D geometry of the object. In this application of 

FRS, the photographed image is the side of a sand specimen deforming under load, 

and the source of the differences between successive images is the deformation 

process undergone by the specimen. When two photographs are viewed in stereo, 

displaced regions appear elevated, with the elevation proportional to the magnitude 

of displacement. In the presence of a shear band, the deforming specimen appears as 

two planes of different elevation connected by a slope. For a given pair of photo-

graphs and thus a given increment of the global axial strain, a shear band can there-

fore be completely characterized, in terms of both width and orientation. 

Figures 2 through 4 show the results of four plane strain compression tests per-

formed on Hostun sand (a fine-grained, angular siliceous sand) in the biaxial appa-

ratus at the Laboratoire 3SR in Grenoble (see [DeV04] for full details). The speci-

mens were all initially dense (relative density Dr ≥ 90%). These tests were carried 

out either dry or under drained conditions at confining effective stress ('3) of 80 to 

100 kPa, and deviatoric loading was applied under displacement control. Figure 2 

shows, for each test, the stress-strain response in terms of effective stress ratio t/s’ 
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vs. global axial strain, where the deviatoric stress t = (1 – 3)/2 and the mean effec-

tive stress s’ = ('1 + '3)/2 are the Roscoe planar stress measures (with 1 and 3 the 

major and minor principal stress, respectively). The numbers noted on each curve 

are the photograph numbers (see Figures 3 and 4). 

 

 
Figure 2. Stress-strain response obtained from plane strain compression tests 

shf06, SH00, shf68 and shf89 (adapted from [DeV04]). 
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Figures 3 and 4 show, for each increment, maps of FRS-derived shear strain, s = (1 

– 3)/2, and volumetric strain, v = (1 + 3), where 1 and 3 are the major and minor 

principal strains, respectively. The size of the symbols is proportional to the value of 

the relevant quantity (note that symbol scale is different for each increment). As far 

as volumetric strain is concerned, square symbols are for dilatancy and hexagons for 

contractancy. Figure 4 also shows the measured displacements from which the (in-

cremental) strain fields have been derived.  

In the first example (Figure 3a), shear strain fields indicate that two parallel zones of 

strain localization form in the middle portion of the specimen in the increment 3–4, 

i.e., shortly prior to the peak of the stress ratio. Note that shear strains are always 

larger in the left shear band, which is the only one that is maintained throughout the 

test and finally intersects the entire specimen, whereas the other shear band eventu-

ally disappears. While no bands of localization were observed before photograph 3, 

shear strain fields suggest a somewhat non-homogeneous deformation already dur-

ing increment 2–3 if not, to a lesser extent, from the beginning of the test (increment 

1–2). Volumetric strain fields essentially reflect the same picture, showing a con-

sistent dilative behavior in the localized regions. Also in the second example (Figure 

3b) strain localization occurs shortly before the peak of the stress ratio. The shear 

strain fields indicate two “conjugate” shear bands first appearing during increment 

8–9, which are maintained thereafter (herein the word conjugate is used to mean that 

the two directions are almost symmetrically reflected about the vertical). This X-

shaped pattern of localization is not as evident in the volumetric strain fields. Note 

that both contractive and dilative behaviors are exhibited inside the regions of local-

ized deformation, especially in the increment 10–11. Figure 4 illustrates another 

example of patterns of shear band propagation observed: shear band reflection at a 

rigid boundary. This is the dominant mode of propagation in tests shf68 and shf89, 

both performed on specimens with low slenderness ratios (about 0.5 and 1, respec-

tively). The results in Fig. 4a show a quite complex pattern of deformation, starting 

from increment 4–5, when the peak of the stress ratio is attained. Multiple shear 

bands are observed, forming an array of two conjugate directions that further devel-

ops in the post-peak portion of the test. By then, the deformation clearly consists of 

nearly undeformed portions of the specimen sliding over each other. Similar com-

plex mechanisms involving the progressive development of crossing and parallel 

bands are shown for another test in Figure 4b. 

Since a FRS-derived strain map captures all the deformations within an increment 

between two photographs, strain that has occurred in different regions at different 

times within the given increment may appear as if it has occurred simultaneously. 

Therefore, it is difficult to assess to what extent these complex patterns actually 

result from progressive development (propagation) of strain localization within the 

specimen. A different (yet not necessarily alternative) interpretation would be that of 

an early organization of the strain field into a defined pattern, followed by a progres-

sive increase of strain within the pre-developed pattern. Indeed, it seems that the 

aspect ratio of the specimen plays a crucial role in deciding to what extent the pat-

tern is pre-defined. More precisely, it makes a difference whether the short dimen-

sion of a specimen is between the two sides on which a kinematic condition is im-

posed (such as in Figure 4a), or between the two sides on which a stress (the cell 
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pressure) is imposed (such as in Figure 3). In the former case, a complex pattern has 

to develop in order for a complete localization scheme to emerge, whereas this is not 

the case in the latter. Figure 4b represents the intermediate case. 

 

 
Figure 3. FRS-derived incremental fields of shear strain (εs) and volumetric 

strain (εv) in tests (a) shf06 and (b) SH00; note that for test SH00 no localized de-

formation was revealed prior to photograph 8 (after [DeV04]). 
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Figure 4. FRS-derived incremental displacements and incremental fields of shear 

strain (εs) and volumetric strain (εv) in tests (a) shf68 and (b) shf89 (after [DeV04]. 
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Overall, these few examples illustrate that, depending on the boundary conditions 

and slenderness of the specimen, various patterns of localization can be observed, 

including parallel and crossing shear bands, as well as temporary, or “non-

persistent” modes of localization, i.e., localized regions which form during the test 

and eventually “disappear”. Many other FRS-derived results on shear banding in 

sand can be found in [DeV04], as well as in other published studies (e.g., [Fin96], 

[Fin97]). However, the four examples described above are sufficient to convey the 

message that a full-field method (FRS, in this case) can provide information that is 

just inaccessible through conventional measurements. 

As a second demonstration of FRS for studying strain localization in soils, we pre-

sent a few selected results from an experimental program carried out in Grenoble on 

an overconsolidated stiff clay (Beaucaire marl). Samples were tested in plane strain 

conditions (again in the Grenoble biaxial apparatus), both drained and undrained.  

 

 
 

Figure 5. Response obtained from a drained plane strain compression test on stiff 

Beaucaire marl: (a) axial load vs. axial strain, (b) volumetric strain vs. axial strain 

(after [Vig04]). 
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Figure 6. FRS-derived incremental fields of shear strain (top row) and volumetric 

strain (bottom row) for a drained plane strain compression test on stiff Beaucaire 

marl as presented in Figure 5 (after [Vig04] 

 

Contractive and dilative behaviors were observed in the experiments, depending on 

the initial value of mean effective stress. Results from just one drained test are pre-

sented here, which is typical of a dilative behavior. Figure 5 shows the curves of 

axial load and volumetric strain vs. axial strain. The load monotonically increases 

until a peak is attained, whereupon it sharply drops and then levels off. Two minor 

load drops can also be observed in the pre- and post-peak regime. A contractive 

behavior is observed until shortly prior to the load peak, followed by a dilative be-

havior thereafter. The rate of (global) dilatancy is quite high while the load is drop-

ping, whereas it gets much smaller as the load levels off. 

The progression of strain localization in the test is shown in Figure 6 through FRS-

derived fields of shear and volumetric strain (using the same representation as in 
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Figures 3 and 4). The photograph numbers are noted on the curves in Figure 5a. 

While no strain localization is observed before the load peak (photograph 4), a pair 

of shear bands form in the specimen in increment 4-5. These bands intersect the top 

boundary and might be interpreted as one of the two reflecting as another band. In 

increment 5-6, another band forms in the lower portion of the specimen. Volumetric 

strain is consistently localized in the same bands as shear strain. Note that although 

the post-peak behavior is globally dilative, the FRS-derived incremental strains 

indicate that both contractive and dilative behaviors are exhibited inside the local-

ized regions. 

In all the plane strain tests performed on Beaucaire marl, shear bands were always 

observed to form (for both contractive and dilative global responses). However, the 

patterns varied from one test to another. A further example is shown in Figure 7, in 

which multiple parallel zones of strain localization were observed to develop, even-

tually reducing to a pair of conjugate shear bands as deformation progressed. 

3.2 Digital Image Correlation (DIC) 

Major developments in digital photography coupled with the (apparent) simplicity of 

digital image analysis, have recently and rapidly led to the proliferation of tech-

niques alternative to FRS that allow the same type of full-field measurement. These 

new methods, which may be grouped under the general name of Digital Image Cor-

relation (DIC), make use of digital rather than analogue photographs, and therefore 

benefit from all the advantages of computer technology, including key aspects such 

as availability and affordability. In effect, any research group can easily acquire the 

necessary equipment and computer programs for performing DIC. This was not the 

case for FRS, which required special equipment in order to be used as a quantitative 

tool (including a stereocomparator, which is an advanced tool for 3D-

photogrammetric measurements). 

DIC techniques have been used increasingly over the last 20 years or so in a range of 

disciplines, including amongst others: solid and fluid mechanics (where the proce-

dure is often referred to as Particle Image Velocimetry, PIV), medicine, animation 

and film special effects, and image registration. In recent years, the application of 

DIC to experimental mechanics has literally exploded. For example, [Ort09] noted 

more than 350 journal papers dealing with DIC-based measurements in the field. An 

historical reference is provided by [Sut86]. As far as geomaterials are concerned, the 

use of digital image analysis for characterizing soil fabric and its evolution under 

load is not new (e.g., [Kuo96], [Muh97]). The application of digital image correla-

tion is increasingly common for the monitoring of deformation in geomechanics 

laboratory experiments (e.g. [Gul99], [Whi03], [Rec04], [Liu04], [Gud04], [Bha05], 

[Bor08], [HaB10], [Hal10], [Ngu11], [ChH11], [Dau11], [Nie11], [Son12], [Vit12]). 

DIC is essentially a mathematical tool for assessing the spatial transformation (in-

cluding translations and distortions) between two digital images. In practice, DIC is 

implemented as a computer program that allows regions of a photographed object to 

be tracked automatically from one digital image to the next, from which displace-

ments can be deduced. This is achieved without specific markers and without manu-
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al intervention, provided there is some clear fabric or texture visible across the im-

age. A number of commercial and academic codes exist to carry out DIC, although 

the implementation to develop in-house software is not too challenging. Whichever 

computer software is used, the basic idea of DIC remains the same, i.e., to determine 

the displacements, and perhaps deformations, to map one image onto another. A 

number of basic steps are generally involved: (i) definition of nodes distributed over 

the first image; (ii) definition of a region about each node (the correlation window); 

(iii) calculation of a correlation coefficient for each displacement of the correlation 

window within an area (the search window) about the target node in the second 

image; (iv) definition of the discrete displacement (integer number of pixels) given 

by the displacement with the best correlation; (v) sub-pixel refinement (because the 

displacements are rarely integer numbers of pixels), which may also involve more 

complex transformations than simply rigid-body translation; (vi) calculation of the 

deformation based on the derived displacements. Each DIC implementation has its 

variations and additions to this general methodology. In particular, there are differ-

ent approaches for the sub-pixel refinement after the initial discrete estimate of the 

nodal displacements has been made (based on the displacement in the search win-

dow of the correlation window that returned the maximum cross-correlation value). 

Perhaps the most straightforward approach is to use a functional description of the 

local correlation field (e.g., for 2D, describing the variation in correlation over the 9 

positions within a 3x3, +/-1 pixel, search range about the best integer shift value) 

and some algorithm to find the maximum of this local cross-correlation surface. 

Alternatively the sub-pixel refinement can be carried out through iterative optimiza-

tion of the transformation parameters with interpolation of the “gray-level” to recon-

struct the image for each transformation and minimizing the misfit of the first and 

(transformed) second images. It should be noted that sub-pixel refinement, whichev-

er method is used, is an essential step in DIC, especially when subsequently calcu-

lating strains from the displacements. Without sub-pixel refinement only integer 

numbers of pixel displacements can be resolved, which results in “stepped” dis-

placement maps and strain images with very large strains corresponding to these 

steps and no strain between. The paper by [Hal12] in this volume presents the basic 

concepts of DIC for both surface and volume analysis, including technical details on 

both the data acquisition and the methodology. 

As a demonstration of the interest of DIC over FRS, Figure 8 shows results obtained 

using the DIC software 7D developed at the Université de Savoie (e.g., [Vac99]) for 

the same photographs used to derive the FRS results in Figure 7. By comparing the 

maps in Figures 7 and 8, it is clear that DIC provides much more detailed infor-

mation about the features of strain localization. More shear bands can be identified, 

including minor conjugate bands in the last increment which are not visible with 

FRS. This is a result of FRS being based on a manual picking of measurements, 

which means that the number of data points is understandably limited and definitely 

less than the number achieved by an automated process like DIC. However, like for 

any automated procedure, there is a risk of local aberrations in the results (e.g., the 

exaggerated squares of strain values in the last image to the right of Figure 8), not to 

speak of any sensitivity to underlying mathematical assumptions in the algorithm. In 

this respect, FRS has the advantage that the information is filtered by the operator, 
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and it does not involve any algorithm or associated hypothesis. Despite these ad-

vantages, it is clear that DIC is far more practical and versatile than FRS, which is 

the reason why the latter is less and less used. 

 

 
Figure 7. FRS-derived incremental fields of shear strain for another drained 

plane strain test on Beaucaire marl (after [Vig04]). 

 

 
Figure 8. DIC-derived incremental fields of shear strain for the same test as in 

Figure 7 (after [Vig04]). 

 

A further example of the effectiveness of DIC to reveal the evolution of strain local-

ization throughout the duration of a test is presented in Figure 9, this time for a sen-

sitive soft clay (Norwegian quick clay) tested in plane strain, again in the Grenoble 

biaxial apparatus (Thakur 2007). The DIC results were obtained using the commer-
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cial software DaVis 6.0 (LaVision). Shear strain maps for different increments are 

shown in the figure, together with the stress deviator versus axial strain curve. A 

quite complex pattern of deformation is observed, which involves a single shear 

band forming well before the peak, and a second shear band emerging in the post-

peak regime. 

 

 
 

Figure 9. Evolution of strain localization revealed using DIC at different incre-

ments through the duration of a plane strain test on Norwegian quick clay (after 

[Tha07]. The figure shows the stress deviator vs. axial strain curve and the DIC-

derived maximum shear strain maps. 

 

A note of caution should be mentioned for the two previous examples, which con-

cerned a stiff and a soft clay, i.e., fine-grained geomaterials. In fact, for such materi-

als it has long been accepted that the “bands” of localized deformation have a width 

on the order of some tens of microns (e.g., [Mor67]). For the results presented, it 

should be kept in mind that the photographed specimens were enveloped in a latex 
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membrane, which follows the specimen deformation but inevitably smoothes the 

deformation field and likely makes the thickness of any band of localized defor-

mation to appear larger than it is in reality. Therefore, even relative sliding, i.e., a 

shear crack, would appear in the results of image correlation (either FRS or DIC) as 

a shear band with finite thickness. 

 
 

Figure 10. DIC observations of the evolution of emergent structuring of local-

ized deformation in laboratory tests on a two dimensional analogue granular 

“Schneebeli” material of PVC rods. The images cover roughly the complete sample 

(about 600 x 500 mm). Stress-strain response is shown (a), while (b)-(g) show the 

results of DIC-derived maximum shear strain for six consecutive increments of 

strain after the end of the initial biaxial loading (there was no strain localization 

observable before the first strain increment shown) (after [Hal10]. 
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As a final example, we present some DIC observations of the evolution of emergent 

structuring of localized deformation in laboratory tests on a  two  dimensional  gran-

ular  material. The test described here comes from a series performed in the 12 

shear apparatus in Grenoble (see [Ibr10] and [Hal10], for details on the experiments 

and more complete results). The 12 apparatus was developed to apply general 

stress or strain conditions to a two dimensional analogue granular material (the so-

called Schneebeli material), in this case formed of a combination of three different 

diameters (1.5, 3 and 3.5 mm) of 60 mm long PVC rods. The apparatus consists of a 

containment parallelogram enclosing the analogue material, with the two vertical 

sides that are able to rotate, whilst the other two sides always remain horizontal; and 

all four sides are able to extend or contract (see [Joe92] and [Joe98] for details on 

the device). The initial dimensions of the rectangular sample were about 600 mm x 

500 mm, i.e., the ratio of sample dimension to particle size was around 150-200. 

For the test presented here, the sample was isotropically compressed up to x = y = 

65 kPa, and then loaded following a linear strain path with imposed dilatancy. The 

stress-strain response is shown in Figure 10a, while Figures 10b-g show the results 

of DIC analysis for six increments of strain. The DIC analysis was carried out using 

the code PhotoWarp developed at Laboratoire 3SR, which represents a 2D version 

of a code originally developed for 3D DIC for time-lapse analysis of hydrocarbon 

reservoirs under production based on 3D seismic images (see [Hal06]). DIC allows 

quantification of deformation in the Schneebeli material, and reveals patterns of 

localization that are otherwise hidden (i.e., invisible in the photographs). Only the 

incremental shear strain images are presented hereafter as the features are seen most 

clearly in such plots, but the geometry of the features is essentially the same which-

ever strain quantity is considered. The patterns might be characterized by the orien-

tations of the localized strain features and by the dimensions (thickness/spacing) 

between the features, both of which are seen to evolve to some extent through the 

loading, even if the general patterns are established early. However, analysis of total, 

as opposed to incremental strains, at each stage in fact indicates that the localized 

bands are not stationary but rather migrate slowly in space resulting in an almost 

saturated map of total strain at the end of the test (which is not shown here). 

4 FRACTURE IN ROCK STUDIED BY 2D DIGI-

TAL IMAGE CORRELATION 

Figure 11 presents an example of DIC analysis results (derived using PhotoWarp) 

from an experimental program to study fracture propagation and coalescence in a 

soft rock (Neapolitan fine-grained tuff); see [Had06] for more details. In these tests, 

prismatic rock specimens with configurations of pre-existing cuts were loaded under 

uniaxial plane strain compression (with a constant axial strain rate). Photographs of 

the main face of the specimens were acquired through the loading, which allowed 

the timing and locations of crack initiation and their subsequent propagation to be 

identified (to some extent). In some cases, it was even possible to see cracks that 

develop but later close and could not be identified in the specimen after the test.  
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Figure 11. DIC analysis results for fracture propagation and coalescence in pris-

matic rock specimen of the Neapolitan fine-grained tuff loaded under uniaxial plane 

strain compression. DIC was carried out on photos of the front face with the zero-

strain axis as its normal (dimensions 100 x 50 mm). The sample had two pre-

existing cuts (see inset in (a)). (a) Axial stress-strain curve; (b)-(e) DIC-derived 

maximum shear-strain maps for the intervals between photos taken at the times 

indicated by the arrows in (a). (No strain localization was discernable before first 

map shown) (after Had06). 
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The actual timing of the fracture initiation and the true position of a propagating tip, 

plus assessment of whether a fracture is actually active at any particular increment, 

cannot be seen in the photographs and is only revealed by DIC. In fact, even by 

zooming into the image the small-scale fracture displacements are not evident, espe-

cially for fractures propagating in shear (i.e., mode II).  In this example, using DIC 

we were able to observe that cracks initiated at all four tips at the same time (see 

Figure 11b), but the external wing cracks developed more rapidly than the inner 

ones (see Figure 11c). When the external wing cracks propagated significantly to-

wards the boundaries of the specimen, the internal cracks either connected across the 

rock bridge or another failure mode was initiated (which was the case of this test; 

see Figure 11d), which lead to the final sample failure (Figure 11e). 

It should be noted that these results were acquired in a relatively “conservative” 

fashion, i.e., only a limited number of photographs were acquired with large time 

steps between some images, with a risk of acquiring an image only after key events 

had happened. However, with the advances in memory card storage it is now easy to 

acquire many more images and so reduce the delay between them. This means that it 

is less likely to miss the key phenomena, which can often happen rapidly and with-

out warning (one wishes to have images just before and just after key events).  The 

subsequent analysis can then be carried out on any or all of the acquired images. 

A key issue to consider here is that DIC in its standard form is essentially a continu-

um-type analysis, i.e., it is inherently assumed that the object under consideration 

shows no strong discontinuities (i.e., discontinuities of displacement) between the 

acquisitions of consecutive images. The examples in the previous sections have 

really only considered weak discontinuities, i.e., discontinuities of strain, either 

shear bands or cracks smoothed out by the membrane. In the case of a fracture, ei-

ther opening or shearing, the continuum condition is clearly violated. Therefore, 

whilst DIC provides a correct analysis of the displacement and strain of blocks 

around the developing fractures, the actual deformation calculated in the region of 

the fractures will be meaningless. This will arise due to the two following reasons. 

The first is of fundamental nature: fractures are discontinuities of the displacement 

field that cannot be properly described in terms of strain. The second reason is more 

technical and concerns the image distortion produced by the development of a frac-

ture (in terms of a large strain, for sliding cracks, or in terms of an open zone, for 

opening cracks), which has the implication that a good image match may not exist. 

For a qualitative analysis of fracturing, neither of these issues represents a real prob-

lem, as fairly good images of fracture traces can be derived based on the zones of 

high strain (as in Figure 11) or unresolved correlation. Recently, different approach-

es have been suggested to overcome the challenges of using DIC by accounting for 

strong discontinuities. For example, [Rhé078] proposed a DIC algorithm that makes 

use of extended finite elements (XFEM) principles. Another approach has been 

suggested by [Hel08], in which an automatic procedure allows identification of 

cracks and their exclusion from the DIC analysis 

In Grenoble, a special method of data processing was developed by [Des95] in 

which the discontinuous nature of the local displacement field is retained, rather 

than smearing it in a necessarily nonobjective local strain concentration. For FRS, an 

adequate data acquisition strategy that follows observed cracks was suggested that 
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allows the displacement jump across a discontinuity to be computed and represent-

ed. A DIC implementation of this idea was proposed by [Hal07] and then fully ex-

ploited by [Ngu11]. The method proposed by [Ngu11] allows both automatic tracing 

of discontinuities (fractures) and their quantification in terms of the (normal and 

tangential) displacement jumps along their length. The analysis of spatial and tem-

poral fracture evolution using this method enhances the understanding of the phe-

nomena in that it provides experimental quantification of fracture mode (open-

ing/closing and shearing). A detailed description of the method is given elsewhere in 

this volume [Hal12], along with a few selected results from the study of [Ngu11] on 

Neapolitan fine-grained Tuff (the same rock studied by [Had06]). 

5 ULTRASONIC TOMOGRAPHY 

The above examples have shown how full-field displacement measurements, and 

subsequent strain field calculations, can be useful in the study of non-homogeneous 

deformation. However, as stated in the introduction, kinematics is only one aspect of 

full-field measurement. Full-field data on material properties rather than displace-

ments are also available. Here we shortly describe one such method, which allows 

quantification of property variations that result from deformation. This method, 

ultrasonic tomography, might be of interest as a complementary approach to the 

experimental study of localized deformation in geomaterials. The paper by [HaT12] 

in this volume provides an overview of ultrasonic tomography and its application as 

a full-field measurement tool in experimental geomechanics plus provides demon-

stration of the power of the method with two examples. 

Elastic waves (such as ultrasonic waves) can be used to assess, in a non-destructive 

fashion, the evolution of elastic properties, e.g., as a result of deformation. The term 

“elastic” is used here since the waves propagate without causing any permanent 

deformation. Elastic wave propagation is controlled by the velocity (a function of 

the elastic properties and density) and the attenuation in the medium, plus the fre-

quency of the applied dynamic solicitation (wave). In geomaterials, wave propaga-

tion is a function of the constituent mineral grains and pore-filling fluids, the grain 

organization (contacts, porosity etc.) and the presence of cracks or fractures (see for 

example the overviews by [San96] or [San01], for soils, and [Mav98], for rocks). 

Thus, in the  laboratory,   measurements  of  travel-times  and amplitudes of ultra-

sonic signals propagated across a sample, plus variations with frequency, allow 

detection of variations in elastic properties (and their development) and so eventual-

ly, the characterization of deformation. 

Ultrasonic measurement has a relatively long history in laboratory soil and rock 

mechanics for the study of changes in elastic properties with loading. In soil me-

chanics, the key focus has been the measurement of soil stiffness at very small 

strains (i.e., in the “elastic regime”) in the laboratory, e.g., using the well-known 

bender elements ([Shi78] and [Vig95] amongst others). Because the elastic waves 

have very small amplitude they induce very small strains. Therefore bender elements 

allow elastic properties to be measured throughout a mechanical test, and so are now 

an essential component of advanced laboratory testing devices (e.g., the review by 
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[Shi05] and references therein). In laboratory rock mechanics and geophysics, the 

main interest has been non-linear elastic changes under loading, usually attributed to 

the presence of cracks (e.g, [Nur69], [Kin95], [Gue03], amongst many others) and 

the evolution of damage (e.g., [Sta03]). Another key interest has been the assess-

ment of elastic anisotropy and its evolution through the use of either multi-axial 

ultrasonic measurements or the combination of P-waves and two perpendicular shear 

wave measurements (the latter especially applicable when using bender elements); 

e.g., [Lin00], [Kin95], [Gue03], [Hal08]. However, even for the multi-axial case, 

most of the examples of analysis of ultrasonic data have been based on measure-

ments over a limited number of directions (normally acquired just along the sample 

axis). The problem with such limited measurements is that they may not give a rep-

resentative picture of the overall sample properties, especially when there is local-

ized deformation. Furthermore, such measurements clearly do not have equivalent 

sampling to the loading measurements, to which they are frequently compared. 

In the fields of acoustics and seismic imaging, data acquisition strategies allow for 

more advanced elastic-wave imaging approaches. Such approaches can be adapted 

to provide characterization of elastic property fields in laboratory geomechanics. 

Seismic or acoustic tomography is such a method. This involves inverse analysis of 

data from measurements along multiple crossing propagation paths that pass through 

the studied medium. At the “real-world” scale this might be between two boreholes, 

whereas in the laboratory the measurements would involve pairs of ultrasonic trans-

ducers placed on the surface of the sample. In general two types of ultrasonic to-

mography are considered, travel-time and attenuation. The theory is similar for both 

and involves attributing the measured data, e.g., the total travel-time along a “ray-

path” between pairs of emitting and receiving transducers (often referred to as the 

time-of-flight or travel-time), to the summation over the path-lengths within all the 

grid cells traversed by the ray (see Figure 12a). The combination of many such 

measurements, for a set of intersecting ray-paths between emitting and receiving 

transducers placed at different locations over the sample, allows, by inversion, a 

map of the variations in propagation velocity in the sample to be determined (in a 

least-squares sense). A map of the velocities (or attenuation) over the imaged area is 

derived by inversion of a system of simultaneous equations, which relates the travel-

time data to the velocities in each grid-cell. Encouraging ultrasonic tomography 

results have been presented for imaging of large inclusion heterogeneities in soils 

[Dai05] plus for localized deformation in rocks ([Fal92], [Deb99], [Sco04], [Ste07]) 

and soils ([Lee05], [Hal05]), although further work is required to better apply the 

technique and to interpret the results. Below we present a few results from the latter 

and some recent advances made in Grenoble. 

Figure 12 shows an example of the application of ultrasonic tomography to a dry, 

tabular sample of stiff clay (Beaucaire marl), which was previously deformed under 

plane strain compression [Hal05]. In this case, travel-time tomography (also referred 

to as velocity tomography) was carried out, but it should be noted that similar pro-

cedures could be employed with amplitude data to derive full-field measures of 

attenuation. The travel-time data used in the tomographic inversion were acquired 

using just two transducers placed on opposite sides of the sample at different offset 

positions so as to achieve measurements along a series of crossing ray-paths (as 
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indicated in Figure 12a). The resultant data are waveforms, as shown in Figure 12b 

for the measurements between transducers directly opposite each other across the 

sample. From these data the arrival of the P (compression) -wave at each receiving 

transducer can be seen clearly as when there is the first significant deviation of the 

traces from the horizontal. The point of this deviation is taken as the travel-time 

from source to receiver. If the travel-times for each source-receiver pair are deter-

mined in such a way, then a system of equations can be constructed to relate these 

data to the distance traveled in each grid cell (as indicated in Figure 12a) via the 

velocity “field” (the unknowns in the inverse procedure). The path-lengths in each 

cell are usually determined by ray-tracing. Thus inversion of this system of equa-

tions provides the velocity in each grid cell, which can be presented as a map as in 

Figure 12c (clearly this is a simplified explanation and the reader is referred to the 

many texts in the geophysical literature on the subject, e.g., [San04], as well as 

[HaT12] in this volume). In the example shown (Figure 12) it can be seen that a 

localized shear band shows up in the velocity-tomography map as a zone of in-

creased velocities, which is consistent with the expected compaction associated with 

localization for this test sample. Some variability is also seen in the band, which 

may represent varying degrees of compaction. However, these results are potentially 

affected by artifacts of the tomography technique, for example the band offset from 

the real position in space (marked by the dashed line) and the high velocity zones in 

the corners at the ends of the band. 

 

 
 

Figure 12. Ultrasonic tomography analysis on a tabular sample of Beaucaire Marl 

(stiff clay) that had been deformed under plane-strain conditions such that a local-

ised (shear) deformation band developed diagonally across the sample (from top left 

to bottom right in (a). (a) Photograph of the front face of the sample with the 

tomography inversion grid and (straight) raypaths between each source and re-

ceiver over which travel-times were determined. (b) Example of the data acquired 

for each source-receiver pair, in this case just for the raypaths for transducer posi-

tions directly opposite each other across the sample. (c) Final ultrasonic velocity 

map from the 2D tomography analysis, which shows a band of higher (increased) 

velocities that roughly coincides with the trace of the localised deformation zone 

indicated by the dotted line. (after [Vig08]). 
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The ultrasonic tomography example presented above is an approach that might be 

carried out in any laboratory, given an ultrasonic signal generator, a data acquisition 

system (e.g., a digitizing PC card) and two ultrasonic transducers, plus some pa-

tience (displacement of the transducers to each new position and acquiring the data 

is a fairly tedious task, especially if a high resolution, i.e., a large number of ray-

paths are desired). More recently in our group we have started using arrays of ultra-

sonic transducers (so-called “barrettes”), which allow much more efficient and accu-

rate acquisition of a large number of ray-paths. Such transducer arrays are more 

common in non-destructive testing applications, but are perhaps more well-known 

for their use for “scans” of pregnant women. In this work we are using two arrays of 

64 transducer elements yielding data over 64x64 intersecting ray-paths, which pro-

vides unprecedented (for geomaterials) ultrasonic tomography resolution. So far, 

this has been done for post-mortem analysis of sandstone specimens deformed under 

triaxial compression. This technique has been first used by [Res08] and a number of 

results have been obtained in the doctoral work of E/M. Charalampidou ([Cha11], 

[ChH11]). Questions remain about the spatial resolution and the presence of artifacts 

in the velocity images. Thus, on-going work aims to increase the spatial resolution 

and reduce the artifacts, e.g., through the use of sensitivity kernels and full-

waveform inversion techniques – this is done in the context of the PhD thesis of E. 

Tudisco (publication expected in 2013). One example of the results one can obtain 

using “barrettes” is shown in the paper by [HaT12] in this volume. 

Finally, it should be noted that, in addition to the “active” ultrasonic measurements 

described above, “passive”, acoustic emission (AE), measurements are very useful 

in identifying locations and mechanisms of damage and fracture (e.g., [Loc77], 

[LoB77], [Fal92], [Zan98], [Sta03], amongst many others; in our group, AE meas-

urements have been performed for studying localized deformation and damage in 

different geomaterials, including Neapolitan fine-grained Tuff [Ngu11] and Vosges 

sandstone [ChH11]). AE monitoring involves listening, with the same transducers as 

for ultrasonic measurements, for noise associated with damage formation (e.g., 

cracking). If a number of transducers are used the cracking events may be located in 

space and details of the rupture process (e.g., shear or opening) can be inferred. 

Although acoustic emission is quite often used in experimental geomechanics (espe-

cially for rock), it is not properly a full-field method and therefore will not be further 

discussed. 

6 3D FULL-FIELD METHODS: X-RAY COMPUT-

ED TOMOGRAPHY 

We recalled already in the introduction that the use of x-ray imaging in experimental 

geomechanics dates back to the 1960s. Figure 1 showed a few examples of radio-

graphs obtained in Cambridge by Roscoe and coworkers, which allowed the detec-

tion of bands of localized dilation in granular soil. Similar observations were made 

by other authors, e.g., for triaxial compression [Kir68], simple shear [Sca82], direc-
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tional shear ([Art77], [Art82]), plane strain compression [Var82], thick-walled hol-

low cylinders [Als92], as well as for flowing sand masses in hoppers ([Bra75], 

[Mic90]). In all these examples, x-rays were used to obtain radiographs, i.e., 2D 

images produced by x-ray radiation on photographic plates. Radiographs represent 

maps of attenuation accumulated through the complete soil mass in the direction 

perpendicular to the image, which is related to soil density. 

The above studies provided valuable qualitative information on localization pattern-

ing in sand specimens and sand box models. However, they all suffered from two 

major limitations: (i) lack of quantitative data on the observed density changes, and 

(ii) limitation to 2D images. Both limitations are overcome by x-ray Computed To-

mography (CT). The principle of CT measurement consists of recording x-ray radi-

ographs of a specimen at many different angular positions around the object. From 

these different projections, a three dimensional image of the object can be recon-

structed with appropriate algorithms (usually based on a back projection   principle); 

see for example [Bar00] for a thorough description of the technique. X-ray CT is 

therefore a non-destructive imaging technique that allows quantification of internal 

features of an object in 3D. First developed for medical imaging, x-ray CT is now 

widely used in material sciences and proved its interest in various domains of geo-

sciences, including geomechanics (e.g., [Mee03], [Ota04], [Des06], [Als10].  

 

 
 

Figure 13. Horizontal slices through a CT image volume of a triaxial compres-

sion specimen of dry dense Hostun sand showing complex patterns of density var-

iations (image was acquired near the end the test) (Image courtesy of J. Desrues). 

 

As far as applications of x-ray CT to soil mechanics experiments are concerned, a 

pioneering contribution is due to [Art71]. At that time x-ray CT was not truly avail-

able yet, but tomographic images were obtained by using a special moving source 

and photographic plate set up. The technique appeared extremely promising and 

strongly motivated subsequent studies by Desrues and coworkers in Grenoble, who 

started from the early 1980s to use x-ray CT as a quantitative tool for experimental 

investigation of strain localization in sand ([Des84], [Col88], [Des96]); see [Des04]  

for a review. As an example, Figure 13 shows horizontal slices through a three di-

mensional CT image of a specimen of dry dense Hostun sand (at a stage towards the 

end of a triaxial compression test). Patterns of localized density variations are re-

vealed as different intensities of the recorded x-ray radiation. The 3D mechanism 

that appears has some clear structure, which would be otherwise hidden (i.e., invisi-

ble from just looking at the specimen, which to external viewing just had a barrel 

shape at the end of the test). Similar structures are shown in Figure 14, obtained 
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from another triaxial test on Hostun sand [Des96]. The localization pattern in this 

case involves a cone and multiple sets of planes associated in pairs, each pair   inter-

secting along a diameter at the top of the specimen. Figure 14b shows Desrues’ 

interpretation of these patterns of localization, including a cross-section close to the 

top platen, and a section parallel to the axis (compare with Figure 14a). 

 

 
(a) 

 
(b) 

 

 

 

 
(c) 

 

Figure 14. (a) patterns of localized density variations revealed in slices through a 

CT image volume of a specimen of dry dense Hostun sand near the end of a triaxial 

compression test (note this is a different test to Figure 13). (b) suggested 3D inter-

pretation of the patterns of localization in Figure 14a. (c) local (solid symbols) and 

global (open symbols) variation of void ratio in loose and dense specimens of 

Hostun sand during triaxial compression with 60 kPa effective confining pressure 

(from [Des96]). 

 

Using x-ray tomography in a quantitative way requires a calibration of CT values to 

obtain absolute values of density or void ratio. With such a calibration, Desrues was 

able to show that global measurements of volume change in such tests only give an 
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averaged picture, and in fact density variation (dilation for dense sand) occurs pre-

dominantly within the zones of localized shear. These quantitative analyses of densi-

ty changes provided experimental confirmation that, for a given stress level, a 

unique limit void ratio is in fact reached, irrespective of the initial density of the 

sand being tested (the well-known concept of a critical state, as conjectured already 

by [Cas38]). However, this is only true locally, i.e., within the shear zones (see Fig-

ure 14c). 

As a second example of the application of x-ray CT, we refer to the post-mortem 

(i.e., after the test) observations of strain localization in a granular rock, a sandstone 

from the Vosges Mountains (France) [Bés00]. Figures 15 and 16 show CT images 

obtained for two specimens that had been tested in triaxial compression at 30 MPa 

and 50MPa confinement, respectively. For the 30 MPa specimen (Figure 15), the 

shear band appears as a black region, i.e., it has a higher porosity than the material 

outside the band, whereas the shear band is lighter, i.e., denser, for the 50 MPa spec-

imen. In neither case is the shear band a plane, plus there is some density variation 

along the band itself. Note that the shear band is less well defined for the 50 MPa 

case. In fact, in this test a number of conjugate bands were visible on the specimen 

surface. CT tomography revealed also a density inhomogeneity in both the speci-

mens, the denser zone being the bottom half in one case (Figure 15d), and the top 

half in the other (Figure 16d). This was not due to deformation, but rather was pre-

existing in the specimens. Strain localization was consistently observed to occur in 

the less dense portion of the specimen, which likely has lower shear strength. 

 

 
Figure 15. Localization of density variation in a specimen of the Vosges sand-

stone tested under triaxial compression at 30 MPa confining pressure. White lines 

in (a), (b) and (c) show the position of the plane in (d) (From [Bés00]). 

 

(a) (b) 

(c) (d) 
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Figure 16. Localization of density variation in a specimen of the Vosges sand-

stone tested under triaxial compression at 50 MPa confining pressure. White lines 

in (a), (b) and (c) show the position of the plane in (d) (From [Bés00]).) 

 

 

 

 
 

Figure 17. X-ray CT slices revealing patterns of localization in a specimen of 

Rothbach sandstone, which closely resemble those shown in Figures 13 and 14 for 

Hostun sand (From [Bés03]). 

 

 

(a) (b) 

(c) (d) 
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[Bés03] presented another example of strain localization in rock observed through 

post-mortem x-ray CT. Figure 17 shows CT images of Rothbach sandstone tested    

at 5 MPa effective confining pressure from this work. Interestingly, patterns of lo-

calized deformation observed in horizontal sections closely resemble those obtained 

by [Des96] in experiments on Hostun sand (Figures 13 and 14). Together with mi-

crostructural analyses, such CT images allowed Bésuelle and co-workers to investi-

gate the features of localized damage (including shear and compaction bands) across 

the transitional regime from brittle faulting to cataclastic ductile flow in this sand-

stone. 

The above examples clearly show that direct 3D observation of the internal structure 

of a specimen (be it a soil or a rock) can provide substantial advances in the under-

standing of strain localization in geomaterials. In particular, accessing the internal 

structure of a specimen during the test, i.e., while it deforms under applied load (as 

was done by [Des96]), allows the entire deformation process to be followed: prior 

to, at, and after the onset of strain localization. However, performing a test properly 

and x-ray scanning at the same time (i.e., in-situ tomography) is extremely challeng-

ing for geomaterials due to their specific testing requirements (confining pressure, 

pore pressure control, etc.). This has been achieved by a number of authors, includ-

ing [Ray89], [Vin91], [Kaw99], [Ota00], [Ota02], [Als00], [Als08]. 

It should be noted that all the aforementioned in-situ studies have been performed 

using more or less “conventional” medical and industrial Computed Tomography 

(CT) systems. Another, much more powerful source of x-rays can be provided by 

synchrotron radiation, for which the x-ray beam is a thousand billion times “bright-

er” than the beam produced by a hospital x-ray machine (like the one used by 

[Des96]). The higher energy and photon flux of synchrotron radiation allow for a 

much higher resolution, down to the micrometric scale. Such a resolution may be 

unnecessary for coarse-grained geomaterials such as sand, in which the width of a 

shear band is known to be roughly 10 to 20 times the mean grain diameter size (i.e., 

a few millimetres), unless one wishes to make observations at the scale of the grains. 

However, increased resolution is crucial for characterizing strain localization in fine-

grained materials such as clays and clayey rocks, in which shear bands are much 

thinner, and in fact are often described as displacement discontinuities or slip sur-

faces [Vig04]. This is apparent from the relatively poor quality of the (few) available 

tomographic images of shear zones in fine-grained geomaterials obtained so far 

([Ota00], [Til92], [Hic94]). 

In the following, a few examples are shown from recent experimental studies, by our 

team, of strain localization in clay soils, clay rocks and sand. These testing programs 

were all carried out at the European Synchrotron Radiation Facility (ESRF) in Gre-

noble, making use of x-ray micro tomography at beamline ID15A. The tests were 

conducted using a specifically built setup that could be placed in the x-ray beam, so 

that the specimens were scanned under load (in situ). Synchrotron x-ray radiation 

was selected because it is the only one that can provide, thanks to its high photon 

flux, a combination of both fast scanning and high spatial resolution. The former is 

desired to minimize axial load relaxation, while keeping the specimen at constant 

axial strain during scanning (the acquisition of an entire specimen required four to 

six sections and in the most recent tests took 12 to 15 minutes). High spatial resolu-
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tion allows fine detail on the deformation process to be obtained (a voxel size of 14 

μm was achieved for specimens 10 to 20 mm in diameter). 

Figure 18 shows the in-situ experimental setup, which included a triaxial apparatus 

and a loading system. The former is practically the same as a conventional triaxial 

testing system, except for its much smaller size and the shape of the confining cell. 

The cells were made from Plexiglas or polycarbonate to be as transparent to the x-

rays as possible. Contrary to a conventional system, the tensile reaction force is 

carried by the cell walls and not by tie bars, which provides a clear path to the spec-

imen for the x-ray beam, free of any obstacle (apart from the cell walls). The axial 

load and hence the deviator stress are applied using a motor-driven screw actuator. 

The loading system is placed in the x-ray beamline without interfering with the 

tomographic scans. See [Len06] for further details. 
 

 
 

Figure 18. Experimental setup for in-situ triaxial x-ray tomography experiments: 

the complete set-up on the beamline (left) and zoom on the specimen inside the 

triaxial cell (right) (From [Len07]). 

 

Results from a drained compression test on a 20 mm diameter specimen of Beau-

caire marl are presented in Figure 19 [Vig04]. A single shear band formed in the 

specimen during the test, which could be clearly observed by eye at the end of the 

test. Two cross-sectional tomographic slices at mid-height of the specimen are 

shown in the figure, both taken in the post-peak regime. While no localization was 

observed in prior scans (a) and (b), scan (c) reveals some narrow regions of local-

ized deformation, in which the soil is dilating (see zoom). These bands have a thick-

ness of the order of 40 to 50 μm and include a few segments which can be interpret-

ed as open cracks (black indicates no solid matter) a few pixels wide. At the end of 

the test (scan (d)), the localization looks like non-continuous cracks, connected by 

very thin shear bands (see zoom). More generally, the results from a suite of tests on 
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Beaucaire marl showed that the process of localization involves more than one, non-

planar, shear zone, and a varying degree (in time and space) of dilatancy and/or 

crack opening. Furthermore, no density gradient could be observed (within the reso-

lution of the method) around the zones of localization, which indicates that, whatev-

er its nature (crack or dilating shear band), localization in Beaucaire marl is abso-

lutely sharp in space. As an aside, it is worth noting that, despite the high quality of 

the reconstruction at the ESRF, the results are not immune from the well-known 

“ring artifacts”, which appear as circular arcs in the images of Figure 19. 

 

 
Figure 19. In situ x-ray CT tomography for a drained triaxial test on Beaucaire 

marl: (i) CT cross-section slices at mid-height of the specimen, at times (c), left and 

(d), right (sample is 20 mm diameter and the zooms are magnified by 6); (ii) stress-

strain response (adapted from [Vig04]). 

 

A second example of recent results from micro tomography at the ESRF has been 

presented by [Bés06] and [Len07]. The tested material was the Callovo-Oxfordian 

argillite issued from the ANDRA Underground Research Laboratory in France at 

approximately 550 m below the ground surface. This sedimentary rock is composed 
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of particles of calcite and quartz in a clay matrix, with a clay fraction of 40–45%. At 

the investigated depth, the material has an extremely low permeability (10-20–10-22 

m2), a porosity of 15%, and a water content of 6%. The uniaxial compressive 

strength is about 20 MPa. Figure 20 shows the stress-strain response obtained from 

an undrained triaxial compression test on a 10 mm diameter specimen at 10 MPa 

confining pressure. The specimen was scanned at different steps: before and right 

after applying the confining pressure (steps 0 and 1, respectively), at different levels 

of axial strain during deviatoric loading (steps 2-7), and finally after removal of the 

confining pressure (step 8). Figure 21 shows four horizontal CT slices at different 

steps. The slices at steps 1, 3, 7 and 8 have been selected following a set of material 

points which were visible at step 1 and could be found on all subsequent images. At 

step 8, two open cracks can be seen at the specimen edges. Comparison of the imag-

es at steps 7 and 8 clearly indicates that crack opening in this test was essentially due 

to the removal of the confinement pressure. At the earlier step 3, which corresponds 

to the peak stress, no localized deformation is evident – even knowing where the 

cracks are eventually opening up later in the test. Furthermore, no visible difference 

can be seen between steps 1 and 3. In fact, localization becomes just visible in the 

CT images at step 4 (not shown in the figure - see [Bés06]). 

 

 
 

Figure 20. Load curve (deviator stress versus axial strain response) for the dis-

cussed triaxial compression test on the Callovo-Oxfordian argillite at 10 MPa con-

fining pressure. The numbers indicate the times at which CT images were acquired 

(From [Len07]). 

 

Interestingly, the existence of distinct calcite inclusions in the argillite was particu-

larly helpful to highlight relative displacement in the specimen otherwise invisible in 

the CT images. Figure 22a shows an example of one such inclusion, having an elon-
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gated vein shape and a length of a few millimeters. Figure 22b shows the same in-

clusion (in yellow) and the open fracture (in red) at step 8, i.e., at the end of the test. 

Figures 22c-h illustrate how, upon loading, this inclusion was severely strained by 

the localization. Shearing of the inclusion is apparent starting from step 5, which 

becomes more and more pronounced for increasing deformation (steps 6 through 8). 

However, this intense shearing is not accompanied by a variation of density measur-

able within the resolution of the x-ray CT. This indicates that the region of localized 

deformation in the central part of the specimen is undergoing shear without substan-

tial volume changes, whereas crack opening can be observed towards the edge of the 

specimen. 

 

 
 

Figure 21. Horizontal slices through the CT image volume of the Callovo-

Oxfordian argilite specimen (ø = 10 mm) at four different time steps (see Fig. 20) 

(From [Len07]). 

 

As a final example from our ESRF experiments, Figure 23 shows vertical CT slices 

from a triaxial compression test performed on an 11 mm diameter dry specimen of 

Hostun sand, under a confinement of 150 kPa [Hal08]. The gain in spatial resolution 

with respect to the results presented earlier in this section from a medical scanner 

(Figures 13 and 14) is apparent. We are now able to see the individual grains (here 

the voxel is a cube of side 14 μm, whereas mean grain size, D50, is about 300 μm). 

This vastly increased resolution opens up new possibilities for understanding the 

mechanics of granular media (in three dimensions), as we can analyze individual 
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grain kinematics and grain-grain interactions throughout the volume of a specimen 

and through the duration of a test. Similar results have been presented by [Mat06] 

and [Mat07] based on experiments at the SPring-8 synchrotron in Japan. However, 

the “small” disadvantage of such improved resolution is that one “cannot see the 

wood for the trees”, i.e., those patterns that were evident in the medical scanner 

images (again, see Figures 13 and 14) are much less apparent. For example, looking 

at the three vertical slices in Figure 26 (acquired before, at, and after the load peak), 

one can hardly discern the developing shear band, which is possibly more evident in 

the third image, going from the bottom right to the top left of the specimen. 

Finally, Figure 24 shows one of the first 3D images of Hostun sand obtained using 

the multi-scale tomographic equipment that was installed at our laboratory in early 

2008. Note that a similar spatial resolution is achieved as for the ESRF example 

above. However, the acquisition time is significantly longer for the same specimen 

size and spatial resolution, due to the much lower photon flux.  

 

 
 

Figure 22. (a) An inclusion in the Callovo-Oxfordian argilite at the start of the 

test (the image is a small vertical section extracted from the x-ray tomogram and 

the inclusion is a few millimeters long). (b) 3D view of the same inclusion (yellow) 

and cross-cutting open fracture (red) at step 8 (the end of the test) highlighted 

through thresholding and false-coloring of the gray-scale image. (c)-(h) the inclu-

sion at different stages through the test showing increasing shearing (From 

[Bés07]). 
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Figure 23. Results from a triaxial compression test (150 kPa confinement) on a 

dry Hostun sand specimen (11 mm diameter). (a) Axial stress-strain curve with CT-

scan times indicated. (b) Vertical CT slices acquired before, at, and after the load 

peak (voxels are cubes of side 14 μm and the mean grain size is about 300 μm). 

 

 

 
 

Figure 24. 3D cut-out view of an x-ray CT image of dry Hostun sand in a plastic 

tube (about 11 mm diameter) acquired using the multi-scale tomographic equip-

ment at Laboratoire 3SR (image courtesy of N. Lenoir). 
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7 COMBINING X-RAY TOMOGRAPHY AND 3D 

DIC 

The discussion in the previous section concerning CT observation of localized strain 

in clay rocks, illustrates a fundamental difficulty with experimental detection of 

strain localization through the use of x-ray CT, which is associated to the very na-

ture of localized strain. The issue is that while localization can sometimes induce 

large volumetric deformation – either dilatancy  (or crack opening) or compaction 

(compaction bands), depending on the material and loading conditions, in general 

volumetric strain in a shear band is small compared to the shear strain. Unfortunate-

ly, CT images only represent local mass density fields. If the material inside the 

region of localized deformation dilates (or contracts), then local mass density varia-

tions can be an effective means to track the regions of localized deformation. This 

was the case with the studies of shear banding in sand from Desrues presented in the 

previous section.  However, for the experiments on the argillite, this was only the 

case with open cracks, where voids are created between the crack edges that are 

clearly visible on the tomographic images (e.g., step 8 in Figure 21). If the localized 

deformation is isochoric (no volume change), e.g., it consists of closed, shearing 

cracks, then it is invisible in CT images (except for the “lucky” cases where the 

shear cuts markers such as the inclusion in Figure 22). 

The limitation of x-ray tomography to studying only phenomena with significant 

density changes can be overcome by complementing x-ray CT with 3D digital image 

correlation, which is an extension of 2D DIC discussed in section 3.2. 2D DIC has 

previously been applied to x-ray radiographs ([Rus89], [Syn99]). More recently, 

applications of DIC in three dimensions have been presented by e.g., [Bay99], 

[Smi02], [Ver04], [Bor04], [For04]. See [Hal12] in this volume for further details, 

references and examples. 

7.1 Example 1: localized deformation in a clay rock 

The first example comes from an experimental study on a clay rock ([Bés06], 

[Len07]). A few results are shown in the following that demonstrate how correlation 

of 3D digital images from x-ray tomography provides a means to detect (within a 

given accuracy) localized deformation, independent of its nature (shear or volumet-

ric strain). These results were obtained for the test on Callovo-Oxfordian argillite 

already presented in the previous section (Figures 20 to 22). The details of the 3D 

DIC method used are thoroughly discussed elsewhere ([Len07]). Herein it will be 

sufficient to bear in mind that each 3D image is decomposed into several cubical 

subsets, each of them containing 203 voxels. Due to the small deformation experi-

enced by the argillite specimens, for this study the transformation between two im-

ages was assumed to be a rigid translation without any rotation or distortion. 

Figures 25 and 26 show vertical and horizontal cuts through the DIC-derived (in-

cremental) shear strain field volumes. In the pre-peak increment (2–3, see Figure 20)  
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Figure 25. DIC-derived deformation maps for load increment 2-3 (before peak load 

- see Fig. 20) of the triaxial test on the Callovo-Oxfordian argillite (ø = 10 mm). 

Top and bottom right: vertical (along the specimen axis) and horizontal (close to 

the bottom of the specimen) sections through the CT volume image at step 3. Top 

and bottom left: incremental maximum shear strain maps for the equivalent sections 

(color scale is [0, 0.15]) (from [Len07]). 
 

the onset of strain localization is visible at the bottom left corner of the vertical cut 

through the shear strain map (Figure 25). The horizontal cut in Figure 25 suggests 

that during this increment the localization developed with a conical shape. Note that 

the x-ray sections of the specimen at the end of the increment do not reveal any trace 

of localized deformation. In the post-peak increment (3–4, see Figure 20), a fully 

developed shear band through the specimen can be observed (Figure 26). As com-

pared to the pre-peak increment, the zone of localized deformation is more planar 

both in the vertical and in the horizontal cuts. In fact, the post-peak localization band 

partly coincides with the pre-peak cone of localized deformation in the lower region, 

suggesting that the later shear zone evolved from the initial one. As for the previous 

increment, no clear sign of strain localization is visible in the x-ray sections of the 
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specimen at the end of the increment. It is worth noting that the thickness of the 

shear bands in these strain volumes is exaggerated with respect to real size. This is 

due to the lower limit to resolvable thickness dictated by the dimensions of DIC 

subsets (280 μm side length), whereas CT images indicate that the thickness of the 

localization zones (be these dilating shear bands or open cracks) in the tested speci-

mens was typically less than 70 μm. 

One of the key conclusions from this study is that, through 3D DIC, it was shown 

that localized shear had initiated in the specimen already prior to the stress deviator 

peak. In fact, this was possibly the case also for the test on Beaucaire marl discussed 

earlier (see Figure 19). In other words, the important general message here is that the 

DIC analysis of 3D images from x-ray tomography can reveal patterns of defor-

mation that could not be observed using only the gray scale images, in which they 

may remain hidden (if they do not involve significant volume changes); this is even 

with high resolution synchrotron micro tomography. 
 

 
 

Figure 26. As Figure 25 but load increment 3-4, i.e., after peak load (from 

[Len07]). 
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7.2 Example 2: localized deformation in sand 

As a second example, a few results are shown in the following that show how corre-

lation of 3D digital images from x-ray tomography provides extra information about 

localized deformation in sand. These results were obtained for the test on Hostun 

sand already presented in the previous section (Figure 23). Here the aim was to both 

observe the material evolution with grain-scale resolution and to image the defor-

mation processes. To this end 3D DIC is employed to assess the 3D displacement 

and strain fields in the sample. To our knowledge this study, results of which have 

been published in [Hal09], [HaB10] and [Vig09], was the first application of 3D 

DIC to granular media. 

The test described hereafter was carried out at the ESRF in Grenoble on beamline 

ID15A, using a setup very similar to the one described in the previous section for the 

experiments on the clay rock. Triaxial compression was performed on a dry speci-

men of S28 Hostun sand, under a confining pressure of 100 kPa. Deviatoric loading 

was strain controlled, with a screw driven piston descending at 60μm/min, which 

corresponds to quite a low strain rate (0.05 %/min for a 11 mm high specimen). In 

this test, the sample was 11 mm in diameter and 22 mm high and had an initially 

dense packing. It should be noted that despite the small sample size (in comparison 

to standard triaxial tests on sands), the sample can be considered to be sufficiently 

large such that it remains mechanically pertinent (i.e., its response can be considered 

representative of that of a larger mass of the material); in fact the sample comprises 

roughly 50000 grains. These reduced dimensions were imposed by the x-ray imager 

width, which was just 14 mm (the sample needed to be smaller than this to not risk 

passing out of the field of view, although this does occur by the end of the test; see 

later). X-ray tomography scans were carried out at key moments throughout the test, 

which are marked by (small) relaxations in the loading curve in Figure 27b. The 

sample stress-strain response shows a roughly linear initial trend followed by a cur-

vature to the peak stress at around 11% nominal axial strain, after which the stress 

drops, to what is probably the beginning of a plateau, after which the test was 

stopped and the sample unloaded. 

Figure 27c shows a series of vertical slices through the x-ray tomography image 

volumes at different stages in the test (see Figure 27b). These slices are roughly 

perpendicular to the "plane" of localization that developed during the test. The voxel 

size of these images is 14x14x14 μm3, which represents a spatial resolution far 

greater than was previously possible with medical or laboratory scanners. As such it 

is possible to clearly identify the individual grains (recall that the mean grain size is 

around 300 μm or 21 voxels). These in-situ images show that the sample starts to 

lean to the right and there is a rotation of the upper platen in the latter part of the 

test, but there is no clear evidence of localized deformation. Porosities have been 

calculated from the images for each step based on overlapping cubic windows of 

side 61 voxels (854 μm) throughout the sample volume (see Figure 27d); these rep-

resent the accumulated porosity evolution from the start of the test. From these po-

rosity fields an evolving inclined zone of localized dilation can be seen. 

3D volumetric DIC has been carried out on consecutive pairs of 3D image volumes 

to provide the incremental displacement and strain fields (the results are thus aver-
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ages over the given time interval). The key parameters in the DIC are the distance 

between the calculation nodes and the correlation window size; in this analysis these 

were, respectively, 20 voxels (or 280 μm) and a cube with sides of 21 voxels (or 294 

μm) reduced to 11 voxels (or 154 μm) for the sub-pixel derivation. Results from this 

DIC analysis indicate that, despite the granular nature of the material, smooth and 

relatively continuous displacement fields are measured. The evolved localization is 

evident as a band bounded by two "weak" discontinuities, i.e., strain are discontinu-

ous, not the displacements. Figure 27e shows median projections of the 3D field of 

maximum shear strain (ε1 – ε3)/2 (where ε1 and ε3 are the major and minor principal 

strains) for increments 3-4, 4-5, 5-6 and 6-7. These strain images clearly show the 

evolution of a localized band that traverses the sample diagonally from left to right. 

It is important to note the zones of near zero strain away from the localized zone as 

these indicate that the DIC is clearly working well and the localization is real. 

It is worth noting that the DIC strain analysis provides an incremental analysis, i.e., 

it indicates the deformation active in each strain increment. This is different from 

what can be seen with accumulated porosity changes shown in Figure 27d. As such 

it is seen from these incremental maps that the localization initiated in the increment 

4-5, i.e., well before the peak load, and before this becomes clear in the porosity 

images. Furthermore, the localization is revealed to start as a broad zone that thinned 

with loading. In increment 6-7, the zone has a width of about 5 mm (i.e., about 17 

D50). It is also clear that the localized zone is not uniform, showing a degree of 

structure. The width of the band is in fact difficult to define. It appears that in places 

the shear band contains a narrower internal core of much higher strain. The DIC 

results show that the localized band is not uniform and, whilst it is well defined (and 

quite planar), there are aligned zones of either reduced or elevated strains at an angle 

"conjugate" to the main band. The orientations of these zones are similar to those of 

“columns” of aligned grains identified by [Oda04] in a shear band in sand. There-

fore, the shear-strain structures might indicate the presence of columnar structures in 

the grain assemblage and motivate the use of discrete image analyses. 

We have already noted earlier in the paper (Section 4) that standard implementations 

of DIC assume a continuous displacement field, at least within each subset. When 

deriving strain from the displacements of separate subsets, continuity between adja-

cent subsets is assumed. For this reason, we refer to such DIC analysis as ‘continu-

um DIC’ (or in this case piece-wise continuous). An alternative DIC approach for 

granular materials that recognizes the granular character both of the images and the 

mechanical response was recently proposed by M. Bornert and presented in [HaB10] 

and [Pan10]. This approach is a ‘discrete DIC’ procedure with the specific aspect 

that the regularly shaped and spaced subsets are replaced by subsets centered on 

individual grains, with a shape following the actual shape of the grain. If the grains 

are assumed to be rigid, then the transformation of each subset is a rigid motion 

involving a three-component translation vector plus a three-component rotation. 
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Figure 27. (a) Data acquisition; (b) stress-strain curve indicating also the image 

acquisition times; (c)-(f) vertical slices through the image volumes of x-ray tomog-

raphy, porosity, shear strain and individual grain rotations (note that the grains in the 

final image are represented in their initial configuration). 
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Discrete DIC was applied by [HaB10] to the x-ray tomography images from the test 

on Hostun sand to provide incremental analysis of the kinematics of each grain (3D 

displacements and rotations). Grain displacements agree with the continuum DIC 

results with relatively continuous fields of displacements, even in the presence of 

strain localization, which explains why continuum DIC performed well. However, 

locally (between grains) the kinematics can be discontinuous. As an example, Figure 

27f presents the magnitude of rotation for each grain about its rotation axis (which is 

specific for each grain). These results indicate that grain rotations become progres-

sively more intense into a zone that roughly corresponds to where shear strain local-

izes, showing that the shear strain is due, at least in part, to grain rotations at the 

micro-scale. 

8 TRACKING INDIVIDUAL SAND GRAINS 

As seen in the previous section, x-ray micro-tomography allows 3D imaging at suf-

ficiently high spatial resolution to “see” all the individual grains in a sample of sand 

of appropriate dimensions.  

The x-ray images can be binarized into grains and pores then "segmented" to identi-

fy and label individual grains. This can be performed by using a 3D watershed algo-

rithm (in our group, we typically use the algorithm from the image-processing pack-

age VISILOG ©Noesis, http://www.noesisvision.com/). The output from this proce-

dure is an image volume in which each grain is assigned a unique label (number) 

such that they can subsequently be identified and characterized to give their geomet-

rical characteristics. In addition, once the grains are separated and labeled, contacts 

between grains can be identified as described by [HaL10] to give binary or labeled 

volumes of contacts. In principle, quantification of contact statistics and geometries 

can thus be carried out, e.g., in terms of orientation distribution functions, contact 

density fields and grain coordination numbers. Contact density distributions can also 

be derived, see [HaL10]. The orientation of a contact, however, is difficult to meas-

ure because the typical spatial resolution of the scans (10 to 15 μm) is not enough to 

accurately resolve the surfaces of the grains in contact. Measured contact orienta-

tions are therefore highly dependent on the type of watershed method used to split 

the grains apart (creating the contact areas by removing voxels at the interface be-

tween grains); this has been recently shown by [AnH12]. More advanced segmenta-

tion techniques, as well as the calculation of contact orientations based on grain 

topology around the contact are currently being investigated, see [AnH12]. 

Once each grain is assigned a unique label, one can in fact recognize individual 

grains based on their geometrical characteristics through a series of in-situ 3D to-

mography images. This is the very idea of Grain Tracking, which has been recently 

suggested as a possible alternative to the discrete DIC approach discussed above. 

This concept was originally proposed by [HaL08], and it has been recently imple-

mented in a method called ID-Track – see [And12]. This method allows the quanti-

fication of individual grain kinematics (displacements and rotations) of large quanti-

ties of sand grains (tens of thousands) in a test sample undergoing loading. With ID-

Track, grains are tracked between images based on some geometrical feature(s) that 
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allow their unique identification and matching between images. This differs substan-

tially from Digital Image Correlation (DIC), which makes measurements by recog-

nizing patterns between images. Since ID-Track does not use the image of a grain 

for tracking, it is significantly faster than DIC; however, it suffers in the measure-

ment of rotations when compared with Discrete DIC. 

The ID-Track technique, which is fully detailed in [And12], has been applied to the 

analysis of grain kinematics in several experiments on different granular materials. 

In this paper, results from two such tests (triaxial compression) are presented to 

illustrate the method one on the angular Hostun sand and one on the rounded Caicos 

Ooids; see [And12] for further details. 

The results presented in Figure 28 are vertical slices through the labeled volume of 

grains in the reference state for the two tests considered; the slices have been orient-

ed in order to contain both the axis of the sample and the normal to the shear band 

that eventually forms. Each grain that has been tracked for a given increment is 

colored either according to its displacement (the norm of the displacement vector) or 

according to its value of rotation (the axis of rotation is not shown). Grains that are 

not tracked are left blank. The sample is compressed from the bottom upwards, so 

that displacement in the axial direction is imposed as 0 at the top of the sample. It is 

immediately apparent (especially in the displacements) that the overall kinematics of 

the sample are characterized by smooth fields – as previously shown with continuum 

DIC [HaB10]. At the end of both tests, a highly localized pattern of deformation in 

the form of a single shear band occurs. More complex patterns of localization are 

often observed when shearing dense sand in triaxial compression (e.g., [Des96]), but 

these are unlikely to occur in the very small specimens (with respect to grain size) 

tested in this work. In any case, a single shear band is the localization mode ex-

pected for a dense sand sheared with standard conditions (sample with slenderness 

ratio of 2 and non-lubricated ends) – see, for example, [Des96].  

The displacement field in the first increment of loading for the test on Hostun sand 

(Figure 28, top) appears to be smooth, although there are some grains that are not 

tracked (6 to 8% per increment), which correspond to blank grains – i.e., holes in the 

image. Furthermore, there are occasional grains that are incorrectly tracked (grains 

with displacements very different to their neighbors can sometimes be seen). The 

overall behavior is, however, clear: over the first strain increment, there is an almost 

smooth incremental displacement, from 0 at the top of the sample (imposed) to 0.4 

mm at the bottom (also imposed). A slight lack of verticality in the sample at the 

beginning of the test (sample axis tilted by 1.4° in the slices shown) manifests itself 

as an ‘‘inclined’’ displacement field relative to the direction of loading. In continu-

um mechanics, this would correspond to a strain field that is not wholly uniform, yet 

without strong gradients. In the following increment (2–3), before the peak in the 

overall sample response, the gradient of the displacement field is oriented perpen-

dicular to the direction of the band that eventually forms. These discrete observa-

tions support the theoretical idealization of a shear band as a region of localized 

deformation bounded by weak discontinuities, i.e., discontinuities in the gradient of 

displacement. 
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Figure 28. Results of ID-Track on five strain increments for TXC on Hostun 

Sand and Caicos Ooids. Results are shown as slices oriented in order to contain 

both the axis of the sample and the normal to the shear band that eventually forms; 

tracked grains are colored by the norm of their displacement vector or value of 

rotation (axis of rotation not shown) (from [And12]). 
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The displacements progressively concentrate into a band 7 to 8 grains thick by the 

last increment (5–6, see Figure 29 top left for a zoom into the displacement field). 

The band appears to be oriented at about 47° from the horizontal. Up until the peak, 

rotations appear to be disorganized in space. After the peak, when the band is fully 

developed, the rotations are clearly concentrated in space. In the increment that lies 

over the peak (3–4), some concentration of rotations can be discerned. Initial indica-

tions of this concentration might exist in increment 2–3. The rotations are concen-

trated in the same band as indicated by displacement, although the width of concen-

tration appears to be larger (10–12 grains thick, see Figure 29, bottom left). ID-

Track also provides the axis of rotation for each grain, which is not necessarily or-

thogonal to the slices shown. It is of interest to look at the component of rotation 

occurring in the plane of the slices, i.e., the component of rotation around an axis 

orthogonal to the plane of the slices (which might be termed rolling in the ‘‘steepest 

direction’’, if the shear band is imagined as a plane on which grains are rolling). It 

appears that grains inside the band do not show any more evident concentration of 

rotation when measured with this component – from which we can conclude that 

rotations clearly concentrate in the band, but apparently not in the ‘‘steepest direc-

tion’’. 

For the test on Caicos Ooids presented in Figure 28 (bottom), it can be seen that 

grains are tracked more successfully, with only 1 to 3% lost grains. The improved 

success rate, over that of the Hostun example, is due to a higher quality of segmenta-

tion – the watershed algorithm works better on the more spherical grains of this 

material. In terms of displacement, a similar phenomenon to the Hostun sand can be 

seen to occur – the major differences are that the band appears slightly more concen-

trated (6 to 7 grain diameters, see Figure 29, top right) and steeper relative to the 

horizontal (54°). Note that, as with the Hostun sample, the displacement field is 

slightly inclined from the very beginning of the test. Also, as with Hostun, rotations 

are disorganized in space and therefore not localized in the first increment. Rotations 

start to concentrate after the peak, again with hints visible over the peak, and possi-

bly already in the preceding increment (2–3). The band as measured by rotation is 

thicker than that measured by displacement, but considerably less so than with 

Hostun sand (7 to 8 grain diameters, Figure 29, bottom right). It should be noted that 

although the sphericity of the grains results in a higher quality segmentation, the 

grains are not so spherical that their orientation cannot be well defined by their mo-

ment of inertia tensor. As with Hostun, the rotations localize, but the directions of 

rotation apparently do not. 

One tentative explanation for the difference between the relative width of the shear 

band as measured by displacement or rotation for these two sands is based on the 

grain shape: the shear band (which is inherently a 2D phenomenon at the sample 

scale) causes grains to move differentially while it is trying to develop in a 3D mate-

rial. The development of the band causes a region with a thickness of about 7 grains 

to displace differentially (the bottom ‘‘block’’ of grains moves almost as a rigid 

body). However, in order to displace differentially, the grains in the shear band must 

also rotate around each other. In a rounded material these rotations are not strongly 

transmitted into the rest of the sample due to the lower level of interlocking between 

grains, whereas in the angular material, a ‘‘cog’’ effect may occur, explaining why 
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the band measured in rotations is so much thicker for Hostun sand. The greater 

number of grains involved in the rotations may also explain the higher residual 

stress of the angular sample, since sliding in the band (necessarily causing rotation 

in 3D) is ‘‘resisted’’ more strongly. 
 

 
 

Figure 29. Zoom into shear band for the two tests, at the last strain increment 5–

6 in Figure 28 (from [And12]). 
 

From a computational point of view, it should be reported that, given the calculated 

grain IDs and their positions and orientation vectors in space for a reference and a 

deformed configuration, tracking takes only a few minutes on a powerful laptop. 

This is a major advantage relative to the reported tens of hours for an increment of 

Discrete DIC. However, as mentioned above, ID-Track suffers in the measurement 

of rotations when compared with Discrete DIC. For this reason, a new hybrid, grain-

based image-correlation approach has been recently developed, which matches im-

ages of the grains between configurations (the images of the grains contain several 

thousand data points rather than two 3-component vectors), in the style of [HaB10]. 

This approach skips the computationally expensive searching of the grains by image 

correlation, and instead uses the results of ID-Track to find the images of a grain in 

reference and deformed configurations, which are then copied into padded cubic 

arrays. The reference image is rotated and displaced in 3D by transforming its origi-

nal coordinates and looking them up in a specifically written trilinear interpolation 

of the reference image. The search for the 3 rotation and 3 displacement components 

yielding the highest similarity between the rotated and translated reference image 

and the deformed image is then led by an optimization algorithm – see [AnH12] for 

further details. 
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9 INTRA-GRANULAR MEASUREMENTS: CO-

HERENT ELASTIC NEUTRON AND X-RAY 

DIFFRACTION 

The understanding of mechanics of granular materials could be aided by measures of 

force distribution, in addition to the grain kinematics and structural evolution. Un-

fortunately, forces cannot be measured; however they might be inferred from strains 

in the supporting grains. To this end [Hal11] recently presented first results of neu-

tron and x-ray diffraction measurements of changes in crystallographic lattices of 

sand grains (which are quartz crystals) in samples of many grains under load. These 

approaches exploit the concept of coherent elastic scattering, which is the interaction 

of x-rays with the electron cloud around an atom, or of a neutron with the nucleus of 

an atom, leading to diffraction. Constructive and destructive interference of the 

diffracted x-rays or neutrons leads to patterns of ‘Bragg peaks’ that are characteristic 

of the arrangement of atoms in the scattering crystals and, in particular, the spacing 

between the atomic planes (the so-called “d-spacing”). The diffraction angle (2θ) of 

the Bragg peaks can change if the d-spacings between crystallographic planes 

change. Measurement of changes in Bragg peak positions can thus be used to deter-

mine strains in different directions in the diffracting crystals such that each grain can 

act as a local 3D strain gauge or, for elastic grain deformations, a force gauge. Two 

spatially resolved diffraction techniques, with different space and strain resolutions, 

are described below. 

9.1 In-situ Neutron diffraction 

The monochromatic neutron diffraction instrument SALSA, at the Institut Laue-

Langevin, France (see [Pir06]) allows very precise measures of crystal strains over 

small gauge volumes on the assumption that, within the volume, there is a continu-

ous orientation distribution function of crystals (an assumption of “powder” diffrac-

tion). [Hal11] presented results of neutron diffraction measurements using SALSA 

for sand under 1D (oedometric) compression (using an aluminum oedometer of 

internal diameter 30 mm). Loading was carried out in-situ, i.e., whilst mounted in 

the diffraction set-up, over a load-unload-load cycle of 0 → 35 → 1 → 35 kN. At 

each 1 kN loading step the force was held whilst a diffraction measurement was 

performed for a gauge volume of 4 x 4 x15 mm3 in the center of the sample (average 

sand grain diameters were about 250 μm); the large gauge volume produced stronger 

scattering thus allowing faster measurements over a range of loads, at the expense of 

spatial resolution. A Bragg peak at 2θ ≈ 86.8° (λ = 1.64 Å) was measured with a Q-

vector (strain measurement direction) along the sample axis. 

Figure 30 shows the loading-piston displacement (indicating macro-strain) and the 

axial 2θ values (indicating grain-strain averages over the gauge-volume) as func-

tions of the applied axial force. Globally, the grain-strain follows a remarkably simi-

lar trend to the macro-strain. However, the grain-strain at first increases more slow-

ly, than the macro-strain, until about 10 kN, after which the gradient increases; this 
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appears to correspond to a reduction in the macro-curve gradient (i.e., a stiffer re-

sponse). These trends perhaps indicate a change in the general deformation mecha-

nism from porosity reduction to grain strain. 

There is a significant non-recovered macro-strain as would be expected due to po-

rosity reduction, but there is also a significant residual grain-strain. This suggests 

that the grains remain confined between themselves (“locked”) after removal of the 

load. The significant variation of the grain-strain variations around the trend is not 

thought to be just noise, but rather might indicate the occurrence of load transfer in 

and out of this volume; this hypothesis is being tested with 3D mapping and smaller 

gauge volumes. 

 

 
 

Figure 30. Neutron diffraction results: macroscopic axial displacement and 

change in 2θ, indicating grain-strain in the axial direction (average over the gauge 

volume see in-set), as functions of the applied axial force. Inset: measurement and 

loading set-up (from [Hal11]). 

9.2. In-situ 3DXRD 

The measurements presented above using neutron diffraction are measures of crys-

tallographic strain averaged over a volume. Whilst the technique is being extended 

to use smaller gauge volumes and 3D mapping, it will remain a “continuum” intra-

granular measure. Similar gauge-volume techniques exist for x-rays, but with the 

fine focusing possible at synchrotron facilities other, more refined, approaches can 

be considered. 3DXRD (3D x-ray diffraction) is a technique that can provide grain-
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by-grain measures of 3D grain-strains, albeit for reduced numbers of grains; this has 

mostly been applied for metals, see [Pou04]. 

However, 3DXRD for sands has been presented by [Hal11]. Measurements were 

carried out at the ESRF using beamline ID11 where grain-strain resolution of about 

10−4 can be expected. This was the first such application to geomaterials, and in-

volved 1D compression in-situ in the 3DXRD setup using quartz-glass oedometers 

(internal diameter 10 mm) and sand grains of average diameters of about 720 μm. 

The early results presented in [Hal11] demonstrated that diffraction patterns could 

be measured and assigned to individual grains. Furthermore, there were good indica-

tions that quantitative measures of individual grain-strains plus grain and sub-grain 

kinematics (rotations and intra-granular crack opening) could be made. The analysis 

of these data is still on-going and individual grain strains over a range of loads are 

now being determined. 

The possibility of inferring forces at different scales provides another new dimen-

sion to the experimental analysis and thus new understanding for modeling. One 

might imagine eventually being able to access all aspects of the mechanical behavior 

of granular materials, i.e., kinematics (displacements, strain) and statics (forces, 

stress). Such measures will also improve the understanding of the mechanisms, e.g., 

how are the forces transmitted, do just a few grains support the load and, if so, what 

is the configuration of the load-carrying grains and what are the characteristic dis-

tances? Additionally, what are the processes that lead to failure? If force-chain buck-

ling is key to failure, as has been suggested (e.g., [Oda04]), one must be able to 

measure this experimentally, which requires some experimental determination of 

force (rather than just relying on geometrical considerations) – the diffraction 

measures discussed, might well permit this in the future for real sands (as opposed to 

numerical experiments or idealized experiments on photoelastic materials). The 

example given above using neutron diffraction also highlights key issues relating to 

the partitioning of strain in the granular material – whilst at low strain it is the poros-

ity reduction that is important, at higher (but not so high) strain, the grains them-

selves do deform (this result will clearly depend on packing). These results can also 

illuminate issues relating to the phenomenon of granular locking. 

10 CONCLUDING REMARKS 

In this paper we have endeavored to provide an overview of available full-field 

laboratory methods and to show their interest in geomechanics. Although this paper 

only discusses laboratory applications, it should be noted that full-field methods are 

used also in the field, i.e., out of the laboratory (in fact, some of them were original-

ly applied at the field scale, e.g., in geophysics and remote sensing).  

While the examples presented concern a variety of geomaterials (sand, clay, and 

rock), they are predominantly focused on the study of strain localization and local-

ized failure, which is a direct consequence of our specific research interests. Howev-

er, full-field measurement techniques have a wider range of application in laboratory 

geomechanics. In laboratory testing perfection is impossible: boundary conditions 

can never be perfectly prescribed, and even far from failure geomaterial specimens 
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are never truly homogeneous.. Therefore, any experiment on soil or rock is essen-

tially a “boundary value problem”, as opposed to a “single-element” test, and so one 

should consider the distribution of stress and strain in the specimen in order to ex-

tract constitutive information. Full-field measurements are a means to achieve this, 

in that they allow the effects of pre-existing or test-induced anomalies, inhomoge-

neities and imperfections of various kinds to be identified and thus accounted for in 

the interpretation of test results. In addition, there is an increasing interest in testing 

configurations that deliberately lead to heterogeneous stress/strain fields. For exam-

ple, this is necessary for calibration of constitutive models based on higher order 

continuum mechanics (e.g., [ChR11], which requires comparison of computed and 

measured fields with significant stress/strain gradients. 

One major complexity of the behavior of geomaterials is related to the loss of ho-

mogeneity of the deformation process during loading. Strain localization, which 

precedes and leads to global failure, operates at a micro-scale that is characteristic of 

the material. The central role played by grain-scale mechanisms in the onset and 

evolution of shear bands in granular materials has been a subject of study and debate 

in geomechanics for decades. On the modeling side, one way to handle strain locali-

zation is to incorporate a micro-scale. In Grenoble this has been approached in dif-

ferent ways, for example by using higher-order continua (e.g., second gradient mod-

els, see [ChR11]), or multi-scale computations (in which a micro-scale is explicitly 

simulated, e.g., [Nit11] and [And11]). In order to inform these models, the mecha-

nisms involved with strain localization need to be experimentally investigated at the 

microscale – in the case of sand, the scale of the grain. The results shown in this 

paper show how this is now possible thanks to x-ray tomography, combined with 

either 3D DIC or Particle Tracking. With such tools, the evolution of the 3D micro-

structure of a small sample of sand can be followed while it deforms, individual 

grains can be distinguished in the time-lapse 3D images, and analyzed to give the 

full 3D kinematics of all the grains. 

A crucial issue is practicality: clearly all these methods are of interest, but which can 

reasonably be used in a “standard” geomechanics laboratory and which require large 

investments? A single digital camera is certainly affordable and provides immediate 

access to field data from a test. Performing 2D digital image correlation with these 

field images only requires some (easily available) DIC software. In effect, 2D field 

measurement of displacements and strain can be considered accessible to virtually 

any geomechanics research group. Things become more complicated if one wishes 

to see inside a deforming specimen, i.e., using 3D x-ray images. However, access to 

3D surface field data is also possible by simply using two cameras, which allows 

measurements of the 3D surface displacement field of any 3D object (stereovision). 

Using stereovision together with DIC leads to the so-called digital image stereo-

correlation technique (DISC), often also referred to as “3D DIC”. This technique is 

now widely used in experimental solid mechanics and has been recently reviewed by 

[Ort08] (who provides a substantial list of references). [Rec03] and [Rec07] present-

ed an interesting application of DISC to triaxial compression tests on sand; see 

[Med06] for full details. These results indicate that DISC is affordable and easy to 

implement, whilst providing significant added value to otherwise standard geome-

chanics experiments.  
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On the other extreme to affordable digital cameras, one can mention neutron tomog-

raphy, which has significant potential for full 3D (volume) imaging of fluid distribu-

tion in rocks and soils, yet is not easily accessible (there are only twenty or so neu-

tron sources around the world, including the ILL in Grenoble). As far as x-ray imag-

ing is concerned, synchrotron facilities are also limited in number (about forty, in-

cluding the ESRF in Grenoble). However, in recent years there has been a rapid 

proliferation of laboratory x-ray imaging facilities of ever increasing quality and 

decreasing cost (not to mention the medical scanners, which exist at essentially 

every university hospital). These state-of-the-art laboratory x-ray equipment allow 

spatial resolutions that rival the synchrotrons’, albeit with significantly slower scan-

ning times. As an example, we have been extensively using the x-ray scanner in-

stalled at Laboratoire 3SR in Grenoble since 2008, and have experimentally investi-

gated the patterns of (localized) deformation and failure in a variety of geomaterials; 

besides the examples already shown in this paper, one can mention bio-cemented 

sand [Tag11], sandstone ([Cha11], [ChH11]) and, more recently, partially saturated 

sand ([Rie11], [Rie12]). 

It seems fair to say that the tremendous possibilities now available with imaging 

technology make it relatively easy to obtain impressive 2D or 3D images. Such 

images can effectively illustrate the spatial distribution and temporal evolution of 

important quantities such as deformation, density, temperature, etc. during a test. 

While this allows hidden features of the investigated processes to be revealed, there 

remains significant work to be done to extract quantitative information. As an illus-

trative example, producing a 3D x-ray tomography image is now relatively straight-

forward, but translating this into a quantitative map of local sample density is not 

trivial for heterogeneous materials (because x-ray absorption not only depends on 

porosity, but also on mineralogy). 

In summary, it is our opinion that full-field measurement techniques have opened up 

new avenues for research in geomechanics, and will continue to do so especially 

when different full-field acquisition methods and quantitative analysis tools are used 

in conjunction, as exemplified by the combination of DIC (or Particle Tracking) and 

x-ray tomography presented in this paper. 
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Digital Image Correlation (DIC) is a powerful tool in experimental mechanics that
has seen increasing use in recent years. This method provides full-field measurement
of kinematics and strain at the surface of, or within, objects during their deformation,
which permits a more correct analysis of deformation than traditional approaches and
without the need to assume homogeneous behaviour in the interpretation. Therefore
heterogeneity, either pre-existing or evolving (e.g., strain localisation), can be cor-
rectly addressed; this is essential in the study of geomaterials that are by nature het-
erogeneous. This paper presents the basic concepts of DIC for both surface and vol-
ume analysis, including technical details of both the data acquisition and the method-
ology. A few specific aspects and examples relating to experimental geomechanics
applications are discussed, including the analysis of discontinuous deformation in the
form of fractures and granular mechanics.

1 Introduction

Digital Image Correlation (DIC), in its original form, is a method for non-contact
full-field kinematics measurement of planar or non-planar surfaces undergoing defor-
mation. This method has been used increasingly over the last 20-30 years in a range
of experimental mechanics applications (see for example, [SOS09]; [Wit08]) and re-
cently has seen a massive increase in popularity, as reflected, for example, in more
than 350 journal papers using DIC-based measurements in mechanics cited in [Ort09].
The rise of DIC has also been seen in experimental geomechanics (e.g., [GEB99];
[WTB03]; [RF04]; [LI04]; [GN04]; [BI05]; [BVGNM08]; [HBD+10], [HMWIV10];
[NHVV11]; [CHS+11]; [DBG+11]; [NLT11]; [SMCR12]; see also [VH10].

This paper outlines the basic principles of DIC from 2D-surface DIC through to 3D-
volumetric DIC plus extensions from continuum analysis to discontinuous and discrete
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analyses. A few examples are given, from the authors work (with collaborators) of
application of DIC in geomechanics. The structure of the paper is as follows: first
the origins of DIC are briefly presented and the different types of DIC are described
in a general sense. This is followed by a presentation of the basic DIC methodology,
described in the context of the simplest case, i.e., 2D-surface DIC. Subsequently the
practicalities of 2D-DIC and 3D-volume DIC are discussed and a few examples are
provided. Finally, some extensions of the DIC method to discontinuous deformation
(fracture) and discrete (granular media) analysis are discussed. In addition to the
overview provided herein, it is noted that good summaries of DIC can be found, for
example in [BHmBqFl06], [SOS09] and [Bay08].

1.1 Origins of DIC

Before discussing the DIC procedure and application, it is interesting to note the evo-
lution of the technique since its conception in the early 1980s. Prior to DIC being
proposed various different techniques were investigated for full-field kinematics and
strain field analysis. The first such example in geomechanics was probably the use
of x-ray radiography in the early 1960s to observe plane strain soil models (e.g.,
[RAJ63]). In these examples, displacements of a more or less regular grid of lead-
shots placed within 2D soil models were imaged using x-ray radiography. During the
different deformation experiments (including trap-door and moving wall tests) images
were acquired and the displacements of the lead-shot markers were traced (manually)
from one film to the next and interpreted in terms of continuum displacement fields
and strain fields were determined by differentiation. Later, in the 1980s, Desrues et al.,
in Grenoble, used sterophotogrammetry to analyse, with relatively high spatial reso-
lution, displacement and strain fields in plane-strain tests on soils in ground-breaking
studies of localisation phenomena (see, for example, [Des84] and the overview of
[DV04]). Elsewhere in experimental mechanics, other techniques were also devel-
oped including Moiré fringe analysis and speckle interferometry (see [Gre04]). In the
early 1980s Sutton et al., at the University of South Carolina developed correlation
based image (not particle) tracking techniques.

The development of DIC by Sutton and co-workers during the 1980s has been outlined
by [McN06]. The developments started with single point 2D surface DIC in 1980 in
a process requiring significant user interaction and up to a day to get the single point.
By 1982 the approach had developed to provide full 2-D fields of points, but this still
required user interaction to define a good estimate of an initial point’s displacement
and the results came out at a rate of about 30 minutes per point. Around this time
problems with out-of-plane motion were recognised, which lead to the development of
a so-called 3D-DIC approach (termed 3D-surface DIC below) using dual cameras; this
involved a complex calibration and about one day of user interaction to calibrate). The
first truly practical 3D-surface DIC, included deforming subsets, was produced in the
early 1990s. Some of the key references in this development are [PR81], [MSW+83],
[SCP+86], [STBC91] and [LSPI93].
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The extension of 2D-surface DIC to 3D-volume DIC to measure 3D displacement and
strain fields within a volume, e.g., using 3D images acquired by x-ray tomography, is
relatively straightforward, but is quite recent; e.g., [BSFS99], [SBR02], [VvRH04],
[BCD+04], [FS04]. The use of 3D-volume DIC in geomechanics is even more recent
(e.g., [BVS06], [LBD+07] and [HBD+10]). See [Bay08], for an overview of the
developments of 3D-volumetric DIC.

The brief history above highlights the quite recent, and rapid, development of DIC as
an experimental tool; use in geomechanics is even more recent, but has also been an
area of rapid development; including the passage to full 3D-volume analysis.

It should be noted that much of the drive for the rapid development and increased use
of DIC as an experimental tool comes from the move to digital cameras since the early
1990s. This has permitted much lower cost and easy to use image acquisition, than
traditional imaging methods, at speeds and resolutions that are increasing all the time.
Furthermore, significant advances in computer-processing power and computer-based
data treatment have allowed ever more elaborate algorithms to be applied and much
faster analysis of ever larger images (now it is common place to analyse >10 MPx
images in a few seconds, where MPx denotes mega-pixels).

1.2 Different types of DIC

DIC and related techniques have been developed in a range of disciplines including,
amongst others, solid and fluid mechanics, medicine, animation/film special effects
and image registration. In these developments different terms have been used in the
different disciplines (and even within the same discipline) for similar (and even for the
same) procedures. Below some of the key terms used are clarified.

1.2.1 PTV, PIV and DIC

In fluid mechanics the use of Particle Tracking Velocimetry (PTV) is quite common-
place. This is a method in which individual particles are identified in consecutive
images and tracked from one image to another. The tracked particles are generally
some form of “seed” particles assumed to faithfully follow the flow dynamics; these
seeding particles can be identified, tracked and used to calculate velocity informa-
tion. The equivalent in solid mechanics would be using tracers (e.g., the lead-shots
in the Cambridge radiography work) or by identifying particles such as grains in con-
secutive images. Particle image velocimetry (PIV) is another technique used in fluid
mechanics where, rather than identifying particles and tracking them as in PTV, the
correspondence between small segments of consecutive images is determined based
on correlation of the “unique” character of the image segments. See, for example,
[Adr91] for a discussion of PIV and PTV in fluid mechanics.

PIV and DIC are basically the same and are, in essence, just different names for simi-
lar ideas (PIV is the term most commonly used in fluid mechanics where the concept
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of a velocity field, rather than simply displacement, is clear). Other names for sim-
ilar approaches include: image cross-correlation, block or region matching method,
surface displacement analysis and sub-region scanning computer vision.

1.2.2 2D/3D-surface and 3D-volume DIC

The term DIC covers a set of methods where the displacements (and deformations) of
an object are determined by the correlation of small subsets of digital images of the
object. DIC is most commonly applied with photographs, but can be applied to “any”
repeated images of objects acquired using “any” 2D or 3D technique. The three main
types of DIC used are described in the following:

• 2D-DIC: 1 camera, 2 photos, 2 components of position vector, 2 components
of displacement vector; applicable to planar objects with in-plane deformation
(i.e., plane-strain biaxial tests) - the study surface must be initially flat and re-
main so for 2D-DIC to correctly provide the kinematics of the object.

• 3D-surface DIC (stero-vision plus stereo-correlation): 2 cameras (requires spe-
cial calibration of the two cameras), 2 x 2 photos, 3 components of position
vector on the surface, 3 components of displacement vector on the surface, 3D
surface deformation (but no “internal depth” - strain tensor can be derived only
with assumptions about gradient of displacements in the third, depth, dimen-
sion); applicable to the evaluation of non-planar objects and out-of-plane defor-
mations, but still restricted to surface analysis.

• 3D-volumetric DIC (also known as Digital Volume Correlation - DVC): 3D
imaging device (e.g., x-ray tomograph), 2 x 3D volume images, 3 components
of position vector, 3 components of displacement vector, 3D deformation (full
strain tensor determined without any assumptions); applicable to analysis of
3D deformation including internal deformation, but requires that the object has
internal “character” that may be followed (correlated) between images.

These three main types of DIC provide increasing information on the displacement
gradient tensor (F), as outlined below. 2D-DIC illuminates just the red components,
3D-surface DIC the red and green and 3D-volume DIC illuminates the full tensor (red,
green and blue components);

F =

1 + δu
δx

δu
δy

δu
δz

δv
δx 1 + δv

δy
δv
δz

δw
δx

δw
δy 1 + δw

δz

 ; (1)

u, v and w are the displacement components in the space coordinates x, y and z,
respectively.
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1.2.3 Global and local DIC

In most DIC implementations, image correlation is carried out over small windows
of the images, which are treated independently (see the method description in the
following section). Such an approach can be thought of as local, i.e., the derived
image transformation is only determined locally around each analysis node. In other
areas of development of DIC-like methods, e.g., image registration in computer vision,
approaches that work on the whole image (or at least a region of interest over the
whole image) have been developed. In such approaches the image registration, i.e.,
the transformation from one image to another, is not defined solely by the mapping
function of one image subset to another, but also depends on the deformation of the
image as a whole, i.e., the transformations of each node are linked to their neighbours.
This leads to a problem for which a global solution is sought to maximise the image
correlation, whilst also, in some way, minimising the deformation of the mesh that
links the nodes of the DIC analysis grid. As such approaches work on the whole
images they can be refered to as global. [HR12] present a discussion and comparison
of these two different strategies for DIC analysis. In general, the following discussions
concentrate on the local approach.

2 Background theory and methodology

The principle of DIC is to assess the displacements fields, and thus strains fields (if
required), over the surface of a deforming material by comparison of two images
acquired at different stages of deformation. The first image is generally referred to as
the “reference image” and the second, acquired after some increment of deformation,
as the “deformed image”. In general, the method starts by defining a grid of analysis
points over the reference image; then, a group of pixels, commonly called a “subset”,
is defined about each node of this grid. Image correlation is performed, for each
node, by identifying the most similar subset in the deformed image based on some
statistical measure of correlation of the images within each subset and some mapping
function between the subsets. In this section more detail on each step of the procedure
is provided, from the input data description and acquisition to the DIC analysis and
post-processing of the DIC output.

2.1 Image structure

Before describing the methodology of DIC, it is first necessary to note a few issues
about the nature of the input images, which will impact on DIC analyses. Digital
images are, by nature, discretised both in spatial resolution and in terms of the intensity
information that is contained in each point of the image.

The spatial discretisation of a digital images comes from the nature of the detectors
(i.e., digital cameras in the case of surface measurement). An imaging detector is not a
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continuous object, but is rather made up of a number of small detector pixels. The size
of these pixels and their spacing dictates the maximum image resolution that can be
attained; however it should be noted that depending on the performance of the detector,
the actual resolution can be less than that of a pixel as there can be leakage/cross-talk
between neighbouring pixels that blurs the information across an area larger than a
single pixel, therefore the true resolution is reduced. In x-ray tomography similar
image discretisation exists, although the 3D version of a pixel is known as a voxel. In
this case, the discretisation occurs at two levels, first at the level of the detector, which
is pixelated as in a digital camera, and secondly at the level of the reconstruction of
the tomographic image from the acquired radiography images. As for the 2D case,
the voxel size is not necessarily the true image resolution, which is likely lower. The
image resolution and pixel-/voxel-isation is important for DIC as this is the highest
resolution one can get on displacements without invoking some form of interpolation,
as will be discussed later.

Digital images can also be pixelated in their information content at each point; as
generally non-colour images are used, this information content is often referred to
as the image grey-scale. The discretisation of the grey-scale depends on the image
format, for example in 8-bit images only 256 discrete grey-levels can be used and 16-
bit images have 65536. This discretisation is applicable between low- and high-end
limits below or above of which any values will take the maximum value (or, worse, can
cause issues with saturation that can affect the recorded grey-scale in the surrounding
pixels). The digitisation of the images and the upper/lower saturation limits, are thus
further constraints on the resolution of any subsequent image processing. In general
the acquisition parameters (e.g., exposure time) should be defined to maximise the
dynamic range of the data (i.e., the number of grey-scale values that contain useful
information), whilst avoiding saturation, which can lead to, often unpredictable, non-
physical grey-scale variations and changes from one image to the next.

The spatial and grey-scale resolutions can be defined both at acquisition and in sub-
sequent image treatment. Furthermore, care should be taken in the use of different
image formats. It might be tempting, for example, to economise on data storage by
utilising a jpeg format, but this format involves a compression algorithm that will blur
out details in the image and thus degrade later analyses.

2.2 Basic DIC procedure

Figure 1 outlines the different steps to a generic DIC methodology. Whilst various dif-
ferent implementation of DIC exist they generally involve the same set of basic steps:
(i) definition of nodes distributed over the first image; (ii) definition of a region cen-
tred on each node (the correlation window / motif / subset); (iii) calculation of some
measure of similarity (e.g., the correlation coefficient) between the two image subsets
for different displacements of the correlation window within an area (the search win-
dow) in the second image; (iv) definition of the discrete displacement (integer number
of pixels), given by the displacement in (iii) with the best correlation; (v) sub-pixel re-
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Figure 1: Schematic of a 2D-surface DIC analysis approach

finement (because the displacements are rarely integer numbers of pixels - see below).
It is also common, in mechanics, to complete the DIC analysis with calculation of the
strains, which is based on the gradients of the derived displacements and a continuum
assumption.

3D-surface DIC (see Figure 2) involves some additional steps involving the calibra-
tion of the two imaging cameras for their juxtaposition and focal lengths, plus the
images from the two cameras must be correlated at each step (this provides the 3D
surface shape - a procedure known as stereo-vision) and the image-pairs must also be
correlated between steps (stereo-correlation).

Important parameters for DIC are the size of the subset or correlation-window and the
spacing between each analysis point. These define the resolution of the DIC analysis
and subsequent strain calculations. If the size of the correlation window is large then
the resolution on any displacement gradients will be reduced and could even lead to
poor correlations if the image varies too much over the window (although this depends
on the algorithm used for the correlation - see sections on subpixel analysis and taking
displacement gradients into account, below). Conversely, if the correlation window
is too small, relative to the image texture and noise level, then poor or erroneous
correlations can result due to non-uniqueness of the subset correlation. The spac-
ing between the analysis points (nodes) controls the smoothing of the result (coupled
with the correlation window size, this defines the subset overlap, which can provide
smoothing similar to a moving average) and also the accuracy/resolution on any sub-
sequent analysis of displacement gradients, e.g., for strain. If the subset spacing is too
small, relative to the noise in the displacement measurements, then the gradient of the
displacements can be dominated by noise and strain can not be well determined.

Another parameter that should generally be defined is the search region size. Clearly
this could be defined to be the whole image, but would not provide an optimal calcu-
lation time, plus increases the risk of erroneous image matches. Therefore the search
window size is usually restricted based on some assumption of the likely displace-
ments. Some DIC methodologies also use the definition of an initial point (either au-
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Figure 2: Schematic of a 2D-surface DIC analysis approach (after [Ort])

tomatically or manually defined) for which the displacement is determined and used as
the seed for the surrounding pixels. This provides some acceleration of the procedure,
as it is not necessary to search over a full search-range at every pixel, the down-side is
that it is possible that correlations can not be found based on the seeded guess.

Different measures can be used to assess the degree of similarity of the subset images
between photographs. An overview of some of the commonly used criteria is given in
[BHmBqFl06], with the key ones being variants of least-squares (LSQ and normalised
LSQ) and cross-correlation (CC, normalised CC and zeroed normalised CC):

LSQ(u, v) =
∑
x,y

[I1(x, y)− I2(x+ u, y + v)]2; (2)

NLSQ(u, v) =

∑
x,y[I1(x, y)− I2(x+ u, y + v)]2√∑
x,y I1(x, y)

2
∑
x,y I2(x+ u, y + v)2

; (3)

CC(u, v) =
∑
x,y

I1(x, y)I2(x+ u, y + v); (4)

NCC(u, v) =

∑
x,y I1(x, y)I2(x+ u, y + v)√∑

x,y I1(x, y)
2
∑
x,y I2(x+ u, y + v)2

; (5)

ZNCC(u, v) =

∑
x,y[I1(x, y)− I1][I2(x+ u, y + v)− I2]√∑
x,y[I1(x, y)− I1]2

∑
x,y[I2(x, y)− I2]2

. (6)
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In the above, x and y are the (2D) spatial coordinates, u and v the displacements of
a pixel from image 1 (I1) to a new position in image 2 (I2). Note that in the case of
rigid body displacements of a subset, u and v, will be constant for all (x, y) positions
in that subset, but, if there is a displacement gradient taken in to account in the DIC
analysis, these values can vary with x and y (i.e., u = f(x) and v = f(y)).

It is generally accepted that a normalised similarity measure is optimal for DIC, as it
can account for variations in lighting and image contrast that might otherwise lead to
erroneous correlations. Zeroed coefficients are also used to address variations between
compared images, but this is often not necessary and is best addressed at the image
acquisition stage with, for example, adequate lighting of the study object.

To illustrate the calculations, and in particular how the number of operations can easily
multiply, the following subsection outlines an example calculation of the correlation
coefficient for a single analysis node.

2.2.1 Example calculation

For each node in a DIC analysis, a similarity measure must be calculated. This in-
volves computing the summations in one of equations (2)–(6), for example, for all
points in the image subset (summation over x and y positions) plus at all values of u
and v in the search range. To demonstrate this procedure, a simple case is described
below for a correlation window of size 5x5 such that the correlation calculation in-
volves the summation over positions (x, y) = (x0 ± 2, y0 ± 2) within each subset in
I1 (where (x0, y0) are the centre coordinates of the correlation window). The simple
(non-normalised) correlation coefficient (equation 4) is used for brevity.

For the first test displacement (u, v) = (−2,−2) the correlation coefficient is calcu-
lated by

CC(u = −2, v = −2) =[I1(x0 − 2, y0 − 2)I2(x0 − 2− 2, y0 − 2− 2)]

+ [I1(x0 − 2, y0 − 1)I2(x0 − 2− 2, y0 − 1− 2)]

+ [I1(x0 − 2, y0 − 2)I2(x0 − 2, y0 − 2)]

+ [I1(x0 − 2, y0 + 1)I2(x0 − 2− 2, y0 + 1− 2)]...

...+ [I1(x0 + 2, y0 + 2)I2(x0 + 2− 2, y0 + 2− 2)].

(7)

This calculation must be repeated for each (u, v) in the search range to yield a matrix
of correlation coefficients, CC(u, v). From this matrix of CC(u, v) the maximum
value defines the best integer shift of the subset. This is the maximum resolution
possible before some interpolation must be employed to provide sub-pixel resolution
(the strategies for achieving this are described in the following section). It is clear
from above that the number of computations necessary in a DIC analysis can increase
rapidly as the dimensions of both the correlation and search windows are increased
along each dimension, especially in 3D.
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2.2.2 Subpixel resolution

As discussed earlier, digital images are discretised (into pixels / voxels). This implies
that the highest resolution on displacements that is possible using the procedure de-
scribed thus far, is that of a pixel. Whilst this level of resolution might be acceptable
in some cases, if the objective is to determine strain-fields, the low resolution can be-
come an issue. Without sub-pixel resolution a stepped displacement field is achieved,
as only integer values of displacement can be resolved, this subsequently produces
lines of high strain corresponding with the jumps between integer displacement val-
ues (see Figure 3). The resultant strain field is thus patterned according to the jumps
in displacements (see Figure 4, left column).

(a) (b) (c) (d)

Figure 3: Schematic of the effect of integer-precision in DIC analysis and of subse-
quent sub-pixel refinement. (a) Imposed displacement and resultant strain; (b) integer
resolved displacements; (c) strains resulting from integer resolved displacements; (d)
sub-pixel resolved displacements (not fully resolved).

Subpixel resolution can be achieved in DIC using a number of different procedures,
which fall into three main categories: (i) resampling of the images to achieve a reduced
pixel size; (ii) interpolation of the CC field to find the best correlation; (iii) grey-scale
interpolation with cross-correlation (or equivalent) optimisation.

Resampling of the images to achieve a smaller pixel size, and thus increased resolu-
tion, can be used within the same DIC framework as already described. However, this
is computationally inefficient and does not avoid the discretisation of the images, it
just moves it to a smaller scale.

Interpolation of the correlation coefficient involves finding the maximum of the local
variation in the correlation coefficient over the neighbourhood of test displacements
around the best integer shift displacement. Describing the correlation coefficients cor-
responding to these integer shifts by some mathematical function provides estimates
of the coefficient for all displacements, even for sub-pixel displacements over the re-
gion where the interpolation function is valid. The maximum of this function can be
found, which gives the sub-pixel resolution displacement. Such an approach is rela-
tively fast, but is only really suited to rigid body translation (higher order deformations
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could be analysed, but these would require grey-scale interpolation and thus probably
reduces the interest in such an approach over the one described in the following).

The most accurate sub-pixel resolution can be achieved by a grey-scale interpolation
and correlation optimisation approach. Such an approach involves interpolation of
the “grey level” of the second (deformed) image with optimisation of the transfor-
mation that projects the motif of the deformed image on to the initial image (or vice
versa). The image transform can be any general transformation, i.e., translation, ro-
tation and/or deformation. The procedure for such a grey-scale interpolation based
correlation involves a numerical search for the maximum of the image correlation
through some non-linear optimisation approach (e.g., quasi-newton), which generally
means finding the set of transformation parameters for which the gradient of the cor-
relation coefficient (as a function of the transformation parameters) is zero.

To illustrate the grey-scale interpolation based refinement concept, the normalised
correlation coefficient (equation 4) is written in a more compact form,

NCC =

∑
i(FiGi)

(
∑
i F

2
i

∑
iG

2
i )

1
2

, (8)

where Fi is the subset of i pixels in the reference image andGi is an equivalent subset
of the image of the object in its deformed state. For sub-pixel analysis G is replaced
by G′ = f(p), where p is the vector of the translation parameters, e.g., p = (dx, dy)
for rigid body motion. A test transformation, p, can thus be made and the correlation,
plus its gradient, calculated; where the gradient is,
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(9)
Equation 9 indicates that the gradient of the correlation, as a function of the trans-
formation parameters, involves just the gradient of the interpolation of the second
image (G′i), i.e., the derivative of the interpolation function, which can often be de-
termined analytically, or solved numerically by local partial differences of the image.
Optimisation using the gradient of the correlation coefficient can be achieved using
some standard non-linear optimisation procedure, e.g., Levenberg-Marquardt, con-
jugate gradients or Broyden-Fletcher-Goldfarb-Shanno (BFGS). [SBR02] provide a
good presentation of such a grey-scale interpolation and optimisation approach (for
the 3D-volume case with translation plus rotation).

It should be noted that the subpixel resolution achieved with either of the optimisation
approaches described above will never be perfect and there will generally be some
residual deviation from the “true” answer. This residual results in the often-called “s-
curve” (e.g., [CS97]; [BBD+08]) as indicated in Figure 3, which involves a tendency
towards integer values (or for some interpolation functions, half-integer values). In
an image these can manifest as “fringe” type patterns similar to (but less severe than)
the integer resolution result. The resolution achieved can be controlled, to some ex-
tent, through the choice of interpolation function and also the number of iterations or
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stopping threshold in the optimisation. Note that common functions used for the grey-
scale interpolation are nearest neighbour, bi-(tri-)linear and bi-(tri-)cubic; of these
bi(tri)-cubic is the best, but requires greater computation times. Nearest-neighbour
interpolation does not provide much increase in resolution and bi-(tri-)linear can also
be quite limited. However when going to 3D-volume calculations the processing time
cost of a tri-cubic interpolation becomes more of an issue.

Figure 4 presents an example (from [HBD+10]) of the improvements possible in
DIC analysis using sub-pixel refinement (in this case the second method was used
with searching for the local maximum of the correlation coefficient). Comparison of
the two results, with and without sub-pixel resolution, indicates that in the integer-
resolution results mostly-nonphysical lines due to the displacement steps are seen.
Whilst these patterns do show some organisation that might reflect underlying strain
field heterogeneity and strain localisation, it is clear that the result is erroneous, as re-
flected, for example, in the zero strain zones between the lines. The sub-pixel resolved
image shows a much more physically-reasonable result, with clear patterns of strain
localisation that do not just fall on lines of steps in the displacement field. It should
also be noted that these patterns were robust to changes in the DIC parameters (differ-
ent search and correlation window sizes), which provides confidence in the validity of
the observations (see [HBD+10] for more details).

2.2.3 Taking displacement gradients into account

After derivation of a set of nodal displacement vectors over the study image it is com-
monplace to derive strain fields from them. Strain field calculations are performed
from the displacement vectors using standard continuum mechanics approaches and,
in general, the existing DIC node mesh where the displacement vectors are defined. In
addition, displacement gradients can be taken into account earlier in the DIC flow by
using a more rich transformation vector (p) in the grey-scale optimisation approach
described above. However, even if displacement gradients are taken into account in
the sub-pixel optmisation stage, it is common to still derive the strain field from the
nodal displacement vectors and not to use the gradients from the image correlation
transformation function.

2.3 Accuracy, precision and resolution

[BBD+08] provide a detailed analysis of the effect of the different DIC parameters
and implementations on DIC accuracy and performance. Furthermore, [WTB03] dis-
cuss the issues of DIC accuracy, precision and resolution with respect to geotechnical
laboratory experiments, which can be summarised as follows:

• DIC accuracy is a function of the errors associated with the optics of image
formation, the image-processing algorithm and the transformation by which
image-space coordinates (pixels) are converted into object-space coordinates.
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Figure 4: Examples of volumetric and shear strain fields (assuming plane-strain) in 2D
deformation experiments on an analogue granular material from [HMWIV10] without
sub-pixel refinement (left) and with correlation-coefficient interpolation based sub-
pixel refinement (right).
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• DIC precision is associated with the precision of the cross-correlation algorithm
used, the image texture, i.e., the spatial frequency of the image, the form of the
cross-correlation equations and the subpixel refinement/interpolation scheme.

• DIC resolution depends on the input image resolution, the correlation window
size and the speckle pattern dimensions/quality.

3 2D-surface DIC

In the following a few specific details and some examples are given concerning the
use of 2D-DIC in experimental geomechanics (note that many of the issues raised
are also applicable to 3D-surface DIC, although this requires extra calibration and a
correlation between the two cameras, as discussed above).

3.1 Data acquisition

The first requirement for surface DIC is clearly that the surface of interest is visible
to the camera(s). For un-confined (uniaxial) testing, this is not a problem, although in
general this will not give 2D-deformation and 3D-surface DIC should be used. Oth-
erwise it is necessary to have a loading apparatus that ensures plane-strain conditions
(and thus a planar 2D surface with displacements only within the 2D plane), such as
the plane-strain biaxial apparatuses at Laboratoire 3SR in Grenoble for soils (devel-
oped by J. Desrues, eg., [Des84]) and rocks (developed by P. Bésuelle, e.g., [BH11]).
These devices impose a plane-strain condition using rigid front and back walls, of
which at least one is transparent to allow photography of the sample surface in the
plane perpendicular to the plane-strain axis, i.e., in the 2D deformation plane, during
loading. For some particular sample geometries near-plane-strain conditions can also
be achieved with uniaxial conditions, as in the example given later from [NHVV11].
There have also been examples in geomechanics of the application of 3D-surface DIC
to triaxial tests on sand (e.g., [SMCR12]) to assess the heterogeneity of the material
response based purely on surface displacements, this, however, remains somewhat
limited as there will clearly be displacement gradients into the volume that can not be
assessed.

Until the advent of digital photography, film (argentic) cameras were used for imaging
experiments (e.g., [Des84]). Such cameras provide very high resolution photographs
(without pixelisation), but they are slow in acquisition (due, for example, to the need
to change film) and in analysis (images are not directly usable for computer based
analysis) plus, in general, the acquisition is limited to small number of images. Digi-
tal cameras have revolutionised photography, particularly with regards to DIC. Whilst
they have lower spatial resolution than their film counterpart (common scientific cam-
eras are now in the range of 10-20 MPx, although greater resolution cameras are avail-
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able (including a 200 MPx one1)), they permit fast acquisition (especially with rapid
cameras that are now capable of several 100s kHz, although resolution reduces with
speed) and the number of images is only limited by disk/card storage space. Most
importantly, digital cameras provide images that are “easily” analysed on computers,
whereas film images must be converted to digital format, which is not necessarily
a reliable process (although very high resolutions might be achieved - in one exam-
ple analysed by the author 600 MPx images were achieved from scanned film pho-
tographs).

Whilst image acquisition quality and resolution are important, the object illumination
and surface texture are perhaps more important; if there is no texture in the image
that might be tracked from one image to another or if the image is too dark to see
any texture then the images can be of any resolution, but the DIC will not function
well. The first requirement is, therefore, to have good illumination of the study object;
good means that the illumination should be homogeneous and static plus should not
lead to saturation of the imager. The term “static” refers to no change from one image
acquisition to the next as this will mean that homologous parts of the object from one
image to the next will not appear to be the same. The second requirement is that the
imaged surface has sufficient image texture to differentiate the different parts of the
surface and thus ensure the possibility of identifying uniquely each image subset from
one image to the next (in an homogeneous image all comparisons would equal so no
unique match can be found and it is not possible to define displacement). In some
cases the study object might have sufficient natural texture to enable DIC analysis,
however it is common, even in such cases, to augment the study object’s texture in
the images by applying a “speckle pattern”. Speckle patterns are spots applied to the
object surface to provide image contrast that can be easily identified in the acquired
photographs. Such patterns can be applied in a number of ways, with the usual method
being using a fine spray with an aerosol spray-paint. Finer speckle can be achieved
using spray-guns and for larger objects a sponge or stencil plus spray might be used.
Whichever method is used, it is important that there is image contrast at the scale of
the measurement and a speckle that can be resolved by the image; i.e., homogenous
spots need to be much smaller than the window used in the correlation calculation. It
is also very important that the pattern can follow the movement and deformation of
the material.

3.2 An example - localised deformation patterning in a 2D granu-
lar material

In this section, an example of 2D DIC applied in experimental geomechanics, from
[HMWIV10] is presented. The tests concerned were performed on an analogue two-
dimensional granular material, consisting of a large number of small PVC rods, in
a special laboratory apparatus that allows the application of general stress or strain
conditions. DIC was carried out on pairs of consecutive photographs taken during

1www.hasselbladusa.com/products/h-system/h4d-200ms.aspx
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the tests, which enabled direct observation of internal displacements and localised
strain patterning for a series of general strain increments with different orientations of
principal strain and different imposed angles of dilation.

Figure 5(a) shows an example of the analysed photographs. In this case no image
texture was applied to the surface as sufficient texture existed already due to the vari-
ability of the finish of the individual rods. Besides the image resolution (which was
approximately 0.19 mm/pixel for each 13.5 Mpixel digital image), the key parameters
in this application of DIC were the distance between the calculation nodes, 10 pixels
in x and y, and the correlation window size, a square of side 41 pixels, which was
reduced to 11 pixels for the sub-pixel derivation. These parameters define correla-
tion windows that overlap slightly for adjacent nodes, which provides some inherent
smoothing, but this is small and should not compromise the subsequent strain cal-
culation. These parameters were optimised from extensive testing ([Dop06]). The
parameter testing also allowed the stability of the results to be confirmed and to en-
sure that any patterns observed were not just numerical artefacts of the DIC algorithms
adopted. For example, a possible artificial cause of patterning is inaccuracy in the sub-
pixel refinement, but this has been ruled out (as presented earlier in Figure 4). Note
that the DIC analysis was carried out using the PhotoWarp code of the author.

Figures 5(b, c) show examples of the displacement fields derived from the DIC anal-
ysis for the first and last load steps of a loading sequence, as indicated in Figure 6(a).
Figure 6(b) presents the maximum shear strain fields for the complete series of strain
increments. The strain localisation phenomena can be recognised in the displacement
fields of the last load step, but less clearly in the first; note that no evidence of strain
localisation could be seen in the photographs alone. The strain fields clearly expose
the presence of strain localisation features and their patterning. In fact, the observed
evolving structures consist of bands of localised deformation and ‘cells’ of low de-
formation between the bands. [HMWIV10] analysed the orientations of identified
localised features over a number of tests and this was seen to depend on the applied
strain path. Furthermore, characteristic features and dimensions of the localisation
features were also approximately determined. Aside from the mechanical implica-
tions of the results, this represents a very good example of the power of DIC to reveal
inhomogeneous deformation features that were otherwise invisible.

3.3 3D-volume DIC

As discussed in the Introduction, the extension of 2D-DIC to 3D volume images is
relatively straightforward. The main challenges relate to the efficient computing of a
vastly increased number of correlation and search operations in 3D. However, this is
increasingly easy to address with modern computing capabilities.

In geomechanics there have been a few examples of the application of 3D-volume
DIC based on the analysis of repeated 3D x-ray tomography imaging, e.g., [BVS06];
[LBD+07]; [HBD+10]; [WLHO10]; [TBDH10]; [CHS+11]. However, whilst appli-
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(a)

(b) dx dy

(c)

Figure 5: Examples of the displacement fields derived from the DIC analysis for the
first and last load steps of the loading sequence indicated in Figure 6 from the Test
I65-T0(6.9d) of [HMWIV10] on a 2D analogue granular material.
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(a) (b)

Figure 6: Test I65-T0(6.9d) of [HMWIV10]: (b) incremental internal shear strains for
imposed strain increments noted in the loading curve (a).
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cations until now have considered 3D x-ray tomography data, there is nothing pre-
cluding the use of other 3D images, e.g., from neutron tomography, in fact there have
even been examples of 3D-volume DIC applications to geomechanics at a larger scale,
i.e., that of subsurface hydrocarbon reservoirs, using 3D seismic imaging data (e.g.,
[Hal06]). The constraint as to which images might be analysed is the same as for
all DIC applications, i.e., repeated imaging with sufficient image texture that can be
tracked uniquely from one image to the next. The only difference between 3D-volume
DIC and surface DIC is that the texture must, in general, be inherent in the material
(although it might be possible to add texture (‘markers” / “tracers”) by mixing in an-
other material, but this risks altering the mechanics of the study system).

In the following two example of 3D-volume DIC applications in experimental geome-
chanics are presented, one for analysing localised deformation in a sandstone, using
pre- and post-deformation x-ray tomography images, and the other for deformation in
sand with “in-situ” x-ray tomography imaging.

3.4 A couple of examples

3.4.1 Pre- post-test analysis of triaxial deformed sandstone

In the context of the PhD thesis of E Charalampidou ([Cha11]) a number of triaxial
experiments were run on sandstone samples from the Vosges mountains of north-
eastern France. In these studies x-ray tomography images of different resolutions
were acquired before and after the triaxial loading tests, which permitted full-field
analysis of the total deformation (due to loading and unloading) in the samples and, in
particular, the characterisation of any evolved localised deformation features in terms
of shear versus volumetric strains. Two examples from this study are summarised
in the following, one for a sample deformed at 50 MPa confining pressure and the
other for a sample deformed at 130 MPa (see [CHS+11]). In the former, compactant
shear bands were expected, based on previous work of [BDR00]. In the latter, more
compactant features were expected, although it was not known if they would be in the
form of true compaction bands or some hybrid shear-compaction mode.

The 3D images for this study were acquired using the multi-resolution x-ray tomo-
graph at Laboratoire 3S-R in Grenoble. Both “high-resolution” (30 µm voxel width)
and “low-resolution” images (90 µm voxel width) were acquired before and after the
triaxial loading. The high-resolution images were acquired just over the central part
of the specimen and the low-resolution images over the whole specimen. The post-
test high-resolution images were first analysed “as is”, and in cases where shear-bands
were expected (Pc=50 MPa) the localisation features could be distinguished as zones
of increased x-ray absorption. For the sample where the localised deformation was ex-
pected to be more compactant (Pc=130 MPa) it was difficult (impossible) to identify
anything associated with localised deformation in the tomography images.

3D-volumetric DIC analysis was carried out on both the low- and high-resolution pre-
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and post-test x-ray tomography images. The TomoWarp code of the author (see, for
example, [HLV+09]) was used. This analysis aimed to highlight and quantify the
localised deformation that had evolved in the samples during loading. The results
of the analysis of the high resolution data are discussed in the following (DIC grid
spacing was 5 voxels in each direction and the correlation windows were cubes of side
10 voxels; note that the grain size of the rock was about 300 µm, i.e., about 10 voxels).
Full 3D strain tensors were derived over cubic volumes defined by each set of eight
neighbouring DIC analysis nodes, therefore the “gauge length” was the node spacing
dimension, i.e., 5 voxels (150 µm). The strain tensor is more easily interpreted in
terms of its invariant quantities and in particular the first and second invariants, which
relate to the volumetric and maximum shear strains respectively, these are presented
in Figures 7 and 8.

For the Pc=50 MPa case (Figure 7) localised deformation features can be seen clearly
in the shear-strain image (more clearly than in the original post-test x-ray image), and,
in fact, two coalescing bands and their coalescence zone are evident. The volume
strain image shows that the localised zone contains both dilatant and compactant re-
gions; previously deformation bands formed in this rock at this pressure (50 MPa)
were described as being just compactant shear bands ([BDR00]), but these DIC re-
sults suggest a more complex scenario. In the other example, for a sample deformed
at 130 MPa (see Figure 8), no indication of localised deformation was apparent in the
tomography images, yet clear patterns of localised deformation can be seen in the DIC
results; this is another strong example of the power of DIC to reveal ‘invisible” defor-
mation features. In this case, a number of bands can be seen to have formed and they
all show some degree of shear deformation as well as compaction where the bands are
aligned orthogonal to the principle stress direction (vertical on these images). As a
result these bands were described as shear-enhanced compaction bands [Cha11].

3.4.2 In-situ triaxial testing on sand

The second 3D-volumetric DIC example concerns experimental results from a triax-
ial compression test performed on a dry specimen of S28 Hostun sand (quartz sand
with a mean grain size, D50, of about 300 µm), under a confining pressure of 100
kPa, carried out “in-situ” in an x-ray tomography set-up at beamline ID15A of the
European Synchrotron Radiation Facility (ESRF); see [HBD+10]. The sample was
11 mm in diameter and 22 mm high, comprising roughly 50000 grains. Loading was
carried out in a triaxial system similar to that described in [LBD+07] and Figure 9b
shows the sample stress-strain response; the timing of the 3D imaging coincides with
the relaxations in the loading curve (loading was stopped during the measurements).
Figure 9a presents vertical slices through the 3D x-ray tomography volumes acquired
through the test. These images have a voxel size of 14 x 14 x 14 µm3; such dimen-
sions were chosen to provide sufficient voxels per grain (about 5500 voxels on average
with about 21 voxels across their diameters), which allowed clear identification of in-
dividual grains in the 3D images. To assess the evolution of the strain field in the
sample during loading and the development of localised deformation (as observed in
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Figure 7: Results from [CHS+11] for 3D-volumetric DIC analysis on a sample of a
Vosges sandstone deformed under triaxial compression at 50 MPa confining pressure.
Top: vertical slices through the x-ray tomography volume image after triaxial load-
ing at differerent positions in the sample (shown in a “perspective view”). Middle
and bottom: vertical slices through the maximum-shear and volumetric strain volume
images, respectively, derived from 3D-volumetric DIC analysis of the pre and post-
deformation 3D tomography images.

Figure 8: Results from [CHS+11] for 3D-volumetric DIC analysis on a sample of a
Vosges sandstone deformed under triaxial compression at 130 MPa confining pressure.
Left: vertical slice through the x-ray tomography volume image after triaxial loading.
Middle and right: vertical slices, at the same position, through the maximum-shear
and volumetric strain volume images, respectively, derived from 3D-volumetric DIC
analysis of the pre and post-deformation 3D tomography images.
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more standard sized tests), 3D-volumetric DIC was performed (using the TomoWarp
code cited earlier). This DIC analysis, carried out on consecutive pairs of the 3D x-ray
tomography image volumes, provided 3D displacement and strain fields for each load
increment. Figure 9c shows vertical slices through DIC-derived “shear strain” vol-
umes (the second invariant of the strain tensor). As for the tomography images, these
vertical slices are cut roughly perpendicular to the “plane” of localisation that devel-
oped during the test. These strain images clearly show the evolution of a localised
strain band that traverses the sample diagonally from top-left to bottom-right, corre-
sponding to an observed band of porosity increase (see [HBD+10]). This localisation
appears to initiate in the increment 4-5, i.e., well before the peak load. Furthermore
it can be seen that the band starts as a broad zone and converges towards a narrow
band of localised strain in step 6-7 (the zone is around 5 mm, i.e., about 17 D50, at
this stage) with a narrower, high strain core. Note that the strain localisation is visible
in these maps before it becomes clear in the tomography images or even in derived
porosity images (see [HBD+10]). The DIC results also show that the localised band
is not uniform and contains structure, including aligned zones of either reduced or
elevated strains at angles “conjugate” to the main band direction. The orientations of
these zones are similar to those of “columns” of aligned grains identified by [OTT05]
in a shear band in sand.

4 Discontinuous deformation

In its standard form, DIC is essentially a continuum-type analysis, i.e., it is inherently
assumed that the object under consideration shows no strong discontinuities in dis-
placement between the acquisitions of consecutive images. In the case of fracture,
either opening or shearing, the continuum condition is clearly violated. Therefore,
whilst DIC provides a correct analysis of the displacement and strain of blocks around
developing fractures, the actual deformation calculated in the region of the fractures
will be meaningless. This will arise due to the two following reasons. The first is of
fundamental nature: fractures are discontinuities of the displacement field that cannot
be properly described in terms of strain. The second reason is more technical and con-
cerns the image distortion produced by the development of a fracture (in terms of a
large strain, for sliding cracks, or in terms of an open zone, for opening cracks), which
has the implication that a good image match may not exist. Similar issues apply to
the analysis of other non-continuum systems such as granular media. In the follow-
ing possible strategies for the treatment of fracture and granular mechanics are briefly
discussed with some examples.

4.1 Displacement discontinuities (treatment of fractures)

For a qualitative analysis of fracturing, neither of the issues described above, regard-
ing the use of “continuum” DIC, represents a real problem, as fairly good images of
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Figure 9: Results from [HBD+10] for 3D-volumetric DIC analysis on a sample of
Hostun sand deformed under triaxial compression at 100 kPa confining pressure (the
initial sample dimensions were 11 mm in diameter and 22 mm high). (a) Vertical
slices through the x-ray tomography volume images acquired during triaxial loading
at differerent stages of deformation, as indicated by the stress-relaxations in the load
curve in (b). (c) Vertical slices through the incremental maximum-shear strain volume
images derived from 3D-volumetric DIC analysis of consecutive pairs of 3D tomog-
raphy images (only the results for increments 3-4, 4-5, 5-6 and 6-7 are shown here).

Hall 91

ALERT Doctoral School 2012



Figure 10: DIC results of [HVB07] based on the study by [HdSV06] on the evolution
of fractures from pre-existing flaws in a soft rock (Neapolitan Yellow Tuff). The first
two images show the loading curve and a photograph of the sample at the end of
the test, whilst the remaining images are the incremental maximum shear strain fields
derived by 2D-DIC analysis of consecutive image pairs acquired at the stains indicated
in the loading curve.

fracture traces can be derived based on the zones of high strain or unresolved corre-
lation (see Figure 10) and, in fact, fractures can generally be identified much earlier
in their evolution using such images than they can be directly from the photographs
themselves. However, correct, quantitative, treatment of fractures in DIC requires
adaptations to the DIC procedure or the analysis of the results. For example, [RRH07]
and [RRH08] proposed a DIC algorithm that makes use of extended finite elements
(XFEM) in the context of a global DIC approach to allow for discontinuities in the dis-
placement field during the DIC computation. Another approach has been suggested
by Helm (2008), in which an automatic procedure allows identification of cracks and
their exclusion from the DIC analysis. Furthermore, [NHVV11] recently proposed
a method in which standard (local) DIC analysis is employed and the displacement
discontinuities are addressed in a correct post-processing procedure; this approach is
discussed in more detail in the following.

4.1.1 Example: fracture analysis based on DIC post-processing ([NHVV11])

The method of [NHVV11] for treatment of fractures (analysis of fracture initiation,
propagation and coalescence) was inspired by the earlier work of [Des95] on the anal-
ysis of displacement discontinuities in displacement field images from False Relief
Stereophotogrammetry. Initial application of such a method to DIC data was presented
by [HVB07] and this approach was extended and formalised (including automated
fracture-trace identification) by [NHVV11]. The method proposed by [NHVV11],
based on standard DIC analysis, provides: (i) automatic tracing of the lines of dis-
placement discontinuities (fractures); (ii) quantification of the normal and tangential
displacement jumps along the length of the traced fractures. The fracture traces are
identified as cells in the DIC that show large jumps in displacement between the in-
cluded nodes, these are grouped into fractures by an algorithm that follows lines of
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Figure 11: Schematic of the displacement discontinuity analysis approach of
[NHVV11] after the fracture traces have been identified indicating the process for
the interpolation and extrapolation of the displacements on either side of the fracture
back to the fracture line.

high discontinuity values. Subsequently the displacement jumps are derived across
the fracture lines, along their whole length by extrapolation of the displacement field
back to the fracture line along fracture-orthogonal paths, using points on either side
of the fracture (see Figure 11). With this method, the tip, length and geometry of the
displacement discontinuities are more easily identified and traced through a test. The
relative movement between the two sides of each crack can be quantified and, based on
the well-defined geometry, decomposed into normal and tangential components rela-
tive to the local fracture trajectory. Thus a quantitative analysis of fracture evolution
processes is achieved.

Figure 12 shows an example displacement field from the analysis of [NHVV11] of
fracture evolution from pre-existing inclined flaws in a soft rock (Neapolitan Yellow
Tuff) deformed under plane-strain uniaxial compression. (In this case the 7D code
of P. Vacher was used; see [VDMMT99].) The clear discontinuities in displacement,
both across the pre-existing flaws and across the evolving “wing cracks” that formed
from the flaw tips, can be seen; in a strain map these would appear (erroneously)
as lines of high strain. Figure 13 shows the traced fracture lines and displacement
discontinuity “maps” for different stages of the fracture evolution.

4.2 Granular materials and discrete DIC

Another situation where continuum analyses can be inappropriate is in the study of
granular mechanics. In the example given earlier for 3D-volumetric DIC applied to in-
situ triaxial testing on sand, the granular nature of the material, and of the images, was
ignored and the material was considered as being (piece-wise) continuous. However,
whilst the DIC results from this analysis appear to represent well the deformation that
occurred and no significant discontinuities in displacement can be observed, it is to be
expected that the displacement field would be locally continuous, within each grain,
but discontinuous between the grains. The challenge was therefore to develop an
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Figure 12: Example of the displacement fields from one of the tests of [NHVV11]
where the initiation, propagation and coalescence of fractures from pre-existing flaws
in a soft rock (Neapolitan Yellow Tuff) was studied (in this case there were three,
aligned pre-exsiting flaws cut in the sample). These images show for the total displace-
ment field from the start of the test (image 1) to the 5th image after some propagation
of the wing cracks.

adapted “discrete” DIC technique to derive the kinematics of all the individual grains.
An approach to address this challenge is described below, based on the work presented
in [HBD+10].

In standard implementations of DIC there is an inherent assumption of a continuous
displacement field, at least within each subset. When deriving strain from the displace-
ments of separate subsets, continuity between adjacent subsets is also assumed. For
this reason, such DIC analysis might be referred to as “continuum DIC” (or, perhaps,
piece-wise continuous DIC). An alternative DIC approach for granular materials, that
recognises the granular character both of the images and the mechanical response, was
proposed by M. Bornert (Institut Navier) and presented in [HBD+10] and [PLB10].
This approach is a “discrete DIC” procedure with the specific aspect that the regu-
larly shaped and spaced subsets are replaced by subsets centred on individual grains,
with a shape following the actual shape of the grain and including only a single grains
(cubic subsets will generally cover more than a single grain especially if distributed
over a regular, as opposed to grain-centred, arrangement). If the grains are assumed
to be rigid, then the transformation of each subset will a rigid motion involving a
three-component translation vector plus a three-component rotation. The method is
described in full in the cited papers, but the key results are summarised below.

In the analysis of [HBD+10], discrete DIC was applied to provide quantification of
the incremental kinematics of each grain (3D displacements and rotations) in the sand
specimen loaded in triaxial compression described earlier (see [HBD+10]). The de-
rived grain displacements agreed well with the continuum DIC results and show rel-
atively continuous fields of displacements, even in the presence of strain localisation.
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Figure 13: Results from the study of [NHVV11] on the initiation, propagation and
coalescence of fractures from pre-existing flaws in a soft rock (Neapolitan Yellow
Tuff). Upper: the analysed photographs with automatically traced fractures overlain.
Lower: quantified displacement jumps across the traced fractures for four example
load levels; in each case the displacement jumps have been decomposed in to the
local, normal and tangential components.
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Figure 14: Results from [HBD+10] for discrete 3D-volumetric DIC analysis corre-
sponding to the continuum DIC results in Figure 9. Here just the magnitude of the
incremental rotation of each grain (about their own individual rotation axes) are plot-
ted for loading increments 3-4, 4-5, 5-6 and 6-7. A clear localisation of the rotations
in to the shear band highlighted by the continuum analysis can be seen.

This explains why a continuum DIC approach performed well. However, locally (be-
tween grains) the kinematics were seen to be discontinuous (this could be analysed
on a contact-by-contact basis to determine the contact kinematics). A key contribu-
tion of the discrete DIC approach is that it provides the full kinematics of each grain.
These data revealed more detail about the micro-mechanics underlying the evolution
of the localised deformation zone, which at the meso-scale of the continuum DIC
manifested as a shear-band. For example, Figure 14 presents the magnitude of ro-
tation for each grain about its rotation axis (which is specific for each grain). These
results indicate that grain rotations become progressively more intense into a zone that
roughly corresponds to where shear strain localises (see Figure 9). This indicates that
the meso-scale shear strain is due, at least in part, to grain rotations at the micro-scale.
Further development of this methodology and data analysis is ongoing in the context
of the PhD thesis of E. Andò at Laboratoire 3SR in Grenoble (publication expected in
2013).

5 Parameter identification from DIC

In the preceding discussions and example applications, DIC has been presented as a
measurement tool primarily for the full-field characterisation of deformation mecha-
nisms through quantification of spatial and temporal variations in the kinematics or
strain at the surface of, or within, deforming objects. However, such data represent a
very rich set of measurements that might be exploited in inverse procedures to more
accurately derive material model parameters, either for the material as a whole (on the
assumption of global properties) or for the local variations in the material. The most
evident of such approaches is perhaps the use of a optimisation procedures comparing
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numerical and real experiments, where the misfit between the simulated and the mea-
sured (from DIC) displacement fields is minimised through optimisation of the model
parameters. However, a number of other strategies have also been proposed. Such
aspects are beyond the scope of this paper, but good overviews of the different DIC
parameter identification procedures can be found in [HR06] and [ABB+08].

6 Conclusions

Digital Image Correlation, DIC, is a powerful tool in experimental mechanics that
has seen a significant increase in use in recent years, including within geomechanics.
This method provides full-field measurement of kinematics and strain at the surface
of or within objects during their deformation. This permits a more correct analysis of
deformation than traditional approaches without the need to assume homogeneous be-
haviour in the interpretation. Therefore heterogeneity, either pre-existing or evolving
(e.g., strain localisation), can be correctly addressed; this is essential in the study of
geomaterials, which are by nature heterogeneous.

This paper has presented the basic concepts of DIC for both surface and volume anal-
ysis, including technical details on both the data acquisition and the methodology. A
few more specific aspects relating to geomaterials have also been discussed, i.e., the
analysis of discontinuous deformation in the form of fractures and granular mechan-
ics. These topics plus the identification of model parameters from DIC are likely to
be significant areas of future development in geomechanics over the coming years. It
is also likely that the use of DIC will become standard, although there are, in many
cases, still technical challenges to be overcome to permit visualisation of test speci-
mens during loading without compromising the experiment boundary conditions.
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54:1–4, 2005.

[PLB10] Y. Pannier, N. Lenoir, and M. Bornert. Discrete and continuum anal-
ysis of localised deformation in sand using x-ray micro CT and volu-
metric digital image correlation. In EPJ Web of Conferences: ICEM
14 – 14th International Conference on Experimental Mechanics, num-
ber 35003. EDP Sciences, 2010.

[PR81] W.H. Peters and W.E Ranson. Digital imaging techniques in experi-
mental stress analysis. Optical Engineering, 21:427–432, 1981.

[RAJ63] K.H. Roscoe, J.R.F. Arthur, and R.G. James. The determination of
strains in soils by an x-ray method. Civ. Eng. Public Works Rev.,
58:873–876 and 1009–1012, 1963.

[RF04] A.L. Rechenmacher and R.J. Finno. Digital image correlation to eval-
uate shear banding in dilative sands. Geotechnical Testing Journal,
27:13–22, 2004.
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Mécanique, 335:131–137, 2007.
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Whilst ultrasonic wave measurements have been used for a relatively long time as a
non-destructive method in laboratory soil and rock mechanics. However, such mea-
surements can have significant limitations in the presence of heterogeneities, either
pre-exisiting or evolving in the form of deformation structures, which are common in
geomaterials. With heterogeneity, measurement of wave propagation along just a few
directions in a sample can not provide a good characterisation of a material’s elas-
tic properties nor of the changes in them associated with deformation; only averages
along the (limited number of) propagation paths can be described. Ultrasonic tomog-
raphy provides the possibility to assess the spatial, and eventually temporal, varia-
tions in ultrasonic velocity (and attenuation) within geomechanics test specimens and
thus overcome the spatial sampling limitations of standard approaches. This paper
provides an overview of ultrasonic tomography and its application as a full-field mea-
surement tool in experimental geomechanics plus provides demonstration of the power
of the method with two examples.

1 Introduction

Ultrasonic wave measurements have been used for a relatively long time as a non-
destructive method in laboratory soil and rock mechanics. In such studies, ultrasonic
data have generally been used to provide some form of global/average measurements
of the ultrasonic wave propagation velocity in test specimens to understand, for exam-
ple, the small strain stiffness and elastic anisotropy evolution in soils (e.g., [VA95];
[LPN00]; [YHS05]; [SKTK05]; [ISF05]) and to assess the evolution of elastic prop-
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erties and anisotropy in rocks under load (which is often attributed to micro-crack
or layer opening/closing), e.g., [NS69], [KCS95], [MS07], [SK95], [Say02], [GS03],
[HKFM08], [SAM+89], [SVD06], [FGS07]. In such applications the ultrasonic mea-
surements are generally made between a small number of transducer positions (most
often just two transducers placed at either end of a cylindrical specimen). Although,
measurements might also include P-wave and S-wave transducers to provide greater
insight into both the compression and shear moduli plus anisotropy of the material.

Problems can arise with the standard ultrasonic practises described above in the pres-
ence of heterogeneities, either pre-exisiting or evolving in the form of deformation
structures (deformation in geomaterials is rarely uniformly distributed and is often
localised, e.g., in to shear-bands or fractures). With heterogeneity, measurement of
wave propagation along just a few directions in a sample can not provide a good char-
acterisation of a material’s elastic properties nor of the changes in them associated
with deformation; only averages along the (limited number of) propagation paths can
be described. As with many other measurements, a full, more pertinent material char-
acterisation requires full-field measurement (see [VH08], for a discussion on the need
for, and use of, full-field measurements in geomechanics).

Ultrasonic tomography might overcome some of the limitations of standard ultrasonic
measurements, when it comes to characterising heterogeneity, as it is a “full-field”
measurement method that can provide a field of ultrasonic velocity measurements
over a whole sample. With this in mind, a small number of ultrasonic tomography
studies of geomaterials have been presented, including for imaging of large inclusion
heterogeneities in soils ([DFW05]) and of localised deformation in rocks ([FYCC92],
[DY99], [TY04], [Ste07], [CHS+11]) and soils ([LFS05], [HLVL05], [HVC+07]).

This paper provides an overview of ultrasonic tomography and its application as a
full-field measurement tool in experimental geomechanics. First the background the-
ory and general method are outlined before some practical aspects are discussed and
subsequently a couple of examples are provided. The reader is also referred to the
many texts in the geophysical literature for a presentation of tomography methods as
well as inverse theory in general (e.g., [Gub04] and, for an example oriented towards
engineering, [SF05]).

2 Theory and method

Ultrasonic tomography involves inverse analysis of data measurements along many
crossing propagation paths that pass through the studied medium. At the ‘real-world”
scale this might be between two boreholes, whereas in the laboratory the measure-
ments would be made using ultrasonic transducers placed on the surface of the sample.
The theory and data processing/analysis methods are, however, essentially the same.

In general two types of elastic-wave tomography can be considered, involving inver-
sion of travel-time or amplitude data to provide maps of velocity and attenuation,
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respectively. The theory is similar for both, involving (for ray-based tomography)
“back-projection” of the measured data along “ray-paths” between pairs of emitting
and receiving transducers, such that the recorded travel-times/amplitudes are assigned
proportionally to the grid cells of the inversion model traversed by each ray with a
weighting given by the relative path-lengths within the respective cells. The combina-
tion of many such measurements, for a set of intersecting ray-paths between emitting
and receiving transducers placed at different locations over the sample, allows a map
of the propagation velocity (or attenuation) in the sample to be determined (in a least-
squares sense) by inversion. Therefore ultrasonic tomography can provide access to
the spatial variations of the elastic properties in a test sample and, potentially, their
evolution in time.

This section outlines the background theory and methodology for ray-based ultrasonic
travel-time tomography before a brief discussion on extensions to such methods and
the presentation of two illustrative examples.

2.1 Travel time tomography

As discussed above, travel time tomography involves the inversion of travel time data
from many intersecting paths through a medium to define a velocity model over the
imaged area. The first requirement in such a procedure is to have some model that can
describe how the ultrasonic energy traverses the study material, in order to correctly
attribute the variations in the measurements to specific regions in space. The most
common approach to achieve this is to use raypaths to define the trajectory of the ul-
trasonic pulses through the study material. The representation of the wave propagation
using ray paths is based on an assumption that the data are of high frequency, i.e., the
wavelength is at least several times smaller than the spatial variations of the velocity
model. The following presentation of ultrasonic tomography utilises this approach,
but some of the short-comings and possible solutions are discussed in a subsequent
section.

In the context of a ray-based travel-time tomography procedure, the traveltime mea-
surements, t, for a given source-receiver pair, are connected to the model, i.e., the
velocity field, v, via the travel time integral with respect to the distance, l, along the
raypath connecting the source and receiver;

t =

∫
raypath

1

v(x, z)
dl. (1)

The term v(x, z)−1, i.e., the inverse of the velocity, is usually denoted as the slowness,
s = v(x, z)−1.

The representation in (1) supposes a continuous velocity field (which is generally the
reality), but in order to construct a system of equations for an inversion procedure,
it is necessary to define a discretised representation of the velocity field consisting

Hall & Tudisco 105

ALERT Doctoral School 2012



of elements of constant velocity. This model discretisation normally involves parti-
tioning the model space (i.e., the area over which the velocity model is to be defined
and which is illuminated by the recorded data) into a regular grid of, usually square,
cells (although the grid need not be defined as such, this just facilitates the inversion
procedure).

Once a model grid is defined, the travel time equations (1) for each raypath between
all sources and receivers can be written as the sum of the travel time within each grid
cell through which the rays pass; i.e., the travel time integral reduces to a summation
of weighted slownesses, where the weight is the segment length of the rays in each
cell. Therefore, if the segment length of the ith ray in the jth cell, with slowness sj ,
is denoted lij , then the travel time, ti, is given as,

ti =
∑
j

lijsj . (2)

Equation 2 can be written in matrix form as d = Am, where d is the data vector
containing the travel times, A is the MxN raypath segment matrix, with element values
equal to lij , and m is the model vector containing the slowness values for each grid
cell. (As the rays will not pass through all of the cells of the velocity grid, many of the
elements of A are zero.) The objective of the tomographic inversion is now to find a
solution, m, to this system of equations, that minimises the error between the data, d,
and the modelled times given by Am.

If the number of measurements (travel times) is equal to the number of cells in the
velocity model, then A will be square and so a solution to the linear set of equations
can be found by inverting A, i.e., m = A−1d. However, in most cases there are many
more equations than unknowns (i.e., more data than cells in the velocity model) so a
least-squares solution is sought using m = (ATA)−1ATd (see Appendix). Unfor-
tunately such a solution usually gives a poor result, in terms of its representation of
a physically realistic velocity field. In fact, whilst the inverse problem appears to be
over-determined, the number of independent data are less than it appears (as discussed
later) plus, due to the sparsity of A, the system of equations is ill conditioned. There-
fore, a damped or regularised solution method must be used based on a perturbation
from some initial guess of the expected velocity field.

If an initial guess of the slowness model is defined then d and m can be replaced by
δd and δm the differences of the measured data and the predicted data based on the
initial guess velocity model. Therefore the set of equations is rewritten as,

δm = (ATA+ εI)−1ATδd = m−m0, (3)

where δd = d−A(m0) and the damping is given by εI, for I the identity matrix and
ε some small positive scalar.

If the starting model is very close to the actual model so that the travel time equations
can be considered to be linear (see below), then m + δm, from equation (3), is the
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final answer. However, this is not the normal case and it is usually necessary to iterate
through several passes of the inversion using the new model as the starting model at
each iteration with an updated model produced each time. This procedure is repeated
until convergence in the model is, in some way, deemed to have been reached.

An additional complication arises from the fact that the propagation paths of the ultra-
sonic waves through the medium, defined here by the raypaths, depend on the velocity
field. In the above, the system of equations has been written in a linear form, how-
ever in reality this is a non-linear problem as the raypaths are generally unknown a
priori because they depend on the (unknown) model, therefore the problem has to be
linearised (see Appendix). In homogeneous media rays will be straight paths from
source to receiver, but in inhomogeneous media the rays will follow some curved tra-
jectory. In general, the initial guess velocity field is homogeneous, therefore, at the
first iteration, the linearisation is given by straight-ray paths, but since the resultant
“inverted” field will (probably) be heterogeneous, it is generally necessary to rede-
fine the (non-straight) raypaths at each iteration. This is called relinearisation and is
based on the premise that a small change in the velocity model does not change the
traveltimes (Fermat’s principle).

2.1.1 Iterative inversion procedure

A basic “recipe” for the inversion procedure can be defined as follows:

1. Define initial guess, m0 and damping parameter ε.

2. Calculate δd = d−Am0 and A = f(m0) ((re)linearisation step).

3. Invert for δm = (ATA+ εI)−1ATδd.

4. define m = m0 + δm.

5. Iterate over steps 2-4, replacing the initial guess, m0 by the updated model
vector, m, until a stable solution is found.

In such a procedure, the initial guess velocity field is generally taken to be homoge-
neous (e.g., the average of all the ray-path velocities), but if other information can be
used to define a model that is closer to the actual field, this should aid the inversion
procedure. If the velocity field is not homogenous, as will be the case after the first
iteration from an homogeneous model, then the definition of A = f(m0) will require
some method to trace the raypaths through the new velocity model; strategies for this
are briefly outlined in the following.

2.1.2 Ray-tracing

Key to the above outlined procedures is the knowledge of the ray-paths for each
source-receiver measurement through the model. For an homogeneous material the
raypaths will be straight and therefore the raytracing is trivial, but then so will be the
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inversion. If the velocity variations are small, a reasonable approximation can still
be achieved with straight rays (which means that no relinearisation is necessary), al-
though with some loss in spatial resolution of the result. However, in general, it is
necessary to numerically determine the trajectories of each ray through the velocity
model at each relinearisation stage in the iterative procedure described above.

Ray-tracing can be performed in a number of ways and there is extensive literature
on the subject (a good discussion of the options can also be found in [SF05]; pages
284-290). There are three main strategies that can be adopted, other than straight
rays: bending rays, curved rays and (Eikonal or Huygens) finite-difference travel time
map minima tracing. These are all based on the fulfilment of Fermat’s principle of
minimum travel time. The first involves fixing the source and receiver position and
perturbing an initial ray path until a travel time minimum is achieved (this can be quite
computationally intensive and may converge into a local, rather than global, minimum,
but will always find a solution). The second, involves a ray-shooting approach where
the source position is fixed and different take-off angles are tested, and refined, until
the ray arrives at the target receiver position (this approach will not always succeed in
finding a solution and the result and efficiency often depends on the closeness of the
initial guess take-off angle to the actual angle; the method is however relatively easy
to implement). Another approach to ray-tracing is to use finite difference approxi-
mations of the Eikonal equation (e.g., [Vid88]; [AO93]) or Huygen’s principle (e.g.,
[SF01])to produce travel time maps to each source and receiver from all points in the
medium. The summation of the travel time maps for each source-receiver pair allows
the minimum travel time path (the ray path) to be easily identified (such approaches
are quite computationally expensive, but are more robust than the other ray-tracing
approaches, especially in the presence of large velocity gradients).

2.1.3 Regularisation and damping

In the above discussion it has been stated that damping is generally necessary in the
tomographic inversion. However, damping is normally only needed in inverse prob-
lems that are under-determined (i.e., there are less data than unknowns). In ultra-
sonic tomography, this is does not generally appear to be the case. However, hav-
ing a lot of measurements (ray paths) does not necessarily imply that the problem is
over-determined (more data than unknowns) as many of the ray-paths cover similar
parts of the model and thus provide much the same information, therefore the number
of independent data are reduced. Furthermore different parts of the model can have
very different illuminations (density of rays traversing each grid cell), with some parts
having very low data coverage. Therefore, damping or regularisation are generally
required.

The damping described in equation (3) controls the amount of deviation of the in-
verted velocity model from the prior model and is the same for each cell. Different
strategies can be adopted with the damping, e.g., to have a damping that is linked to
the ray density of each cell so that a cell with greater data coverage is less damped
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Figure 1: Schematic of a trade-off curve where the model misfit is plotted against the
model roughness for different values of the damping/regularisation parameter ε.

than one with little data constraint. Alternatively, regularisation can be used to apply a
spatial constraint on the model to, avoid non-physical local fluctuations in the velocity
field. One possible strategy is the minimisation of the second derivatives of the ve-
locity model, which can be achieved by replacing the identity matrix in (3) by RTR,
where R is a “regularisation” matrix as described in [SF05](pages 213-215). An al-
ternative approach is provided by [PC92] using an A-matrix “augmented” to contain
the regularisation matrices.

When using regularisation or damping, there is a parameter, here denoted ε, that con-
trols the amount of damping or regularisation in the model. The definition of this
parameter is, however, not clear. Larger ε implies more damping (i.e., a model that is
closer to the initial guess) or more regularisation (i.e., a smoother model) and in both
cases this will generally mean a larger misfit in the inversion. To choose the best value
for ε the concept of the trade-off curve is often invoked, this is a curve that plots the
misfit of the model against the roughness of the model as a function of the smoothing
parameter, as in Figure 1. The best solution (i.e., the best compromise between model
roughness and model misfit) is at the knee of this trade-off curve (although this can be
difficult to define, as a clear “knee” may not exist in the curve).

2.1.4 Anisotropy

Until now the discussion has considered just isotropic inversion, as this is the simplest
case. However, anisotropy is common in geomaterials and so including anisotropic
velocities in an inversion could improve the resolution of the velocity field as well as
providing greater insight into the material properties. [CP92] and [PC92] provided a
possible means to achieve this. However, this is not discussed in detail herein, but is
of clear interest for future evolution of the method. (It is noted that the inclusion of
anisotropy in the model vastly increases the number of model parameters and requires
a greater illumination, particularly angular illumination, of the material.)
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2.2 Limitations of ray-based approaches and beyond ray-based
tomography

The use of ray theory in tomography is based on an assumption that the wavelength
is at least several times smaller than the spatial variations of the velocity field. For
many of the cases of interest in laboratory geomechanics, this will not be a fully valid
assumption. Therefore, whilst reasonable results can often be achieved using ray-
based inversion, improvements may be possible using approaches that are not limited
by the high-frequency approximation of ray-based methods.

[SF05] provide a short discussion on the validity and wavelength/resolution limita-
tions of ray-tracing stating that the key limitation arises from assumptions made in
the use of the Eikonal equation, which is the basis of ray-tracing, as an approxima-
tion to the wave equation (a more thorough discussion can be found in [PW93]). This
assumption breaks down for velocity changes occurring over distances smaller than a
wavelength and so features of dimensions smaller then the first Fresnel zone would
not be well imaged with ray-based methods. [PW93] thus give the dimension of the
smallest features that may be imaged as being of the order of

√
Lλ, where L is the

propagation distance and λ the wavelength, although they also state that this might
be a conservative limitation. However, [Sch96] states that, for a crosswell-type ge-
ometry (as used in the later examples), this resolution is just the vertical resolution
and the horizontal resolution is also constrained by the aperture of the imaging, i.e.,
the angular illumination between the source and receiver arrays; the horizontal resolu-
tion is thus given as (4x0/l)

√
3x0λ/4, where x0 is half the distance between the two

transducer arrays and l the length of the arrays.

Alternatives to the use of ray-base tomography have been proposed that do not con-
sider the propagation of the energy to be within an infinitely small volume (the ray)
and thus avoid some of the high frequency assumptions. Of these, the simplest con-
cept is the use of “wavepaths” (e.g., [Woo92]; [VM93]), which is based on the idea
that, whilst ray-based approaches attempt to map all sensitivity onto the infinitely thin
rays through the medium, wavepath approaches consider that the traveltime is sen-
sitive to changes in the Fresnel zone volume, which is more physically reasonable.
Therefore, instead of using rays to fill out the A matrix the first Fresnel zone around
the ray is used over which the travel time residuals are smeared with weighting based
on the wavepath coverage (an area instead of a line) of each traversed cell. These
Fresnel volume wavepaths can be calculated, in a similar way to described above for
Eikonal-solver based ray-tracing, by using a finite difference solution to the Eikonal
equation to produce travel time maps to the sources and receivers, which, when added
together, can be used to define the Fresnel volume as described by [VS94]. A more
complete version of the wavepath concept is provided by the use of full sensitivity
kernels to describe the sensitivity of each travel time measurement to any perturbation
in the velocity field, e.g. [DHVDH05].

Finally, the most well resolved and complete tomographic approach that has recently
been gaining in popularity (in part due to the now available computer processing
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power) are “full waveform inversion” (FWI) approaches. Such approaches attempt to
consider the full information contained in the waveform data (or at least a windowed
part of it) without reducing it down to a set of travel time or amplitude values. In
such approaches the waveform data are compared to a full numerical simulation of the
wave propagation through the study medium and the inversion proceeds by comparing
the simulated and real waveform data and updating the velocity model to minimise the
misfit between the two. A good summary of FWI and key references can be found in
[VO88].

3 Ultrasonic tomography data acquisition

3.0.1 Input data

The input data to travel time tomography are the arrival times of the ultrasonic signal
from each source to each receiver. These arrival times must be determined from the
recorded time series data at each receiver (which is usually time-synchronised with
the source pulse); see Figures 2b and 3b for examples of such data. In general it is
desirable to pick the “first arrival” time, which corresponds to the moment at which
the first energy arrives at a receiver, however this can often be difficult to determine
consistently between receivers, even using automatic picking procedures such as im-
plementations of Aikake’s Information Criterion, for example. Therefore, the time
to the first peak or trough might be used if there is no velocity dispersion (note that
the travel times and measurement system should be calibrated against measurements
on materials of known velocity). It is also quite common to use cross-correlation
of Fourier-shift-theory approaches to track the arrivals from one source-receiver pair
to the next; this assumes only small changes in the waveforms and so is not always
completely reliable.

An approach that can lead to more robust arrival picking through increased signal:noise
and separation of multiple arrivals is “double-beamforming”. This approach is a form
of optimally-oriented local data stacking technique that can enhance the waveform
signals and thus aid the data picking, which is being investigated for experimental
geomechanics applications in context of the PhD thesis of E. Tudisco (publication
expected in 2013).

3.0.2 Illumination

A key data constraint on the viability of tomographic inversion is that there is sufficient
illumination of the study region by the ultrasonic data. In the context of ray-theory,
this relates to a sufficient ray coverage in each cell of the model, which requires simply
that sufficient measurements are made over a range of source and receiver positions.
Furthermore, it is desirable to have uniform coverage of the model and isotropic illu-
mination (i.e., sources and receivers placed all around the study area). Uniform data
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coverage is difficult to achieve, and in fact will also be dictated by the velocity field
in the material. A non-isotropic coverage, i.e., data acquired over a limited range of
illumination angles, will generally result in some smearing in the directions of the
better illumination. The best data coverage can be achieved, for 2D tomography, with
cylindrical samples and a “fan” acquisition for sources and receivers placed all around
the specimen. However, experimental and geometrical constraints normally dictate
the possible acquisition. In the two examples given later a “cross-hole” type geometry
is used, which places sources and receivers on opposing sides of the specimen. The re-
sultant inversions show some clear artefacts relating to the ray coverage, which might
have been reduced if it had also been possible to use transducers placed at the ends
of the specimens. See, for example, [SF05](pages 282-284) for further discussion on
these aspects.

4 A couple of examples

In the following, ultrasonic tomography results are presented for two examples, the
first for a stiff clay and the second for a sandstone, both exhibiting localised deforma-
tion. In the first example, for the stiff clay, a simple acquisition procedure was per-
formed involving two transducers placed accurately at a number of different positions
along the side-walls of the sample (see [HVC+07]) to yield a number of intersecting
raypaths (see Figure 2a). In the second example, for the sandstone, the acquisition
was made using two arrays of 64 transducer elements yielding 64x64 intersecting ray-
paths in a single acquisition (see Figure 3), which provides an unprecedented (for
geomaterials) data coverage for the ultrasonic tomography.

4.0.3 Ultrasonic tomography to image localised deformation in a stiff clay

Figure 2 shows an example, from [HVC+07], of the application of ultrasonic tomog-
raphy to a dry, tabular sample of stiff clay (Beaucaire marl), which had been deformed
under plane strain compression resulting in the evolution of a single localised shear-
band feature. In this case, the travel-time data used in the tomographic inversion were
acquired using just two transducers placed on opposite sides of the sample at different
offset positions so as to achieve measurements along a series of crossing ray-paths
(as indicated in Figure 2a). The map of ultrasonic velocities from a ray-based tomo-
graphic inversion of these data is shown in Figure 2c and the localised shear band
shows up as a zone of increased velocities, which is consistent with the expected com-
paction associated with the strain localisation for this test sample. Some variability is
also seen in the band, which may represent varying degrees of compaction. However,
these results are potentially affected by artefacts of the tomography technique, for ex-
ample the band offset from the real position in space (marked by the dashed line) and
the high velocity zones in the corners at the ends of the band.
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Figure 2: Ultrasonic tomography analysis on a parallelpipedic sample of Beaucaire
Marl (stiff clay) that had been deformed under plane-strain conditions such that a
localised (shear) deformation band developed diagonally across the sample (from top
left to bottom right in (a). (a) Photograph of the front face of the sample with the
tomography inversion grid and (straight) raypaths between each source and receiver
over which travel-times were determined. (b) Example of the data acquired for each
source-receiver pair, in this case just for the raypaths for transducer positions directly
opposite each other across the sample. (c) Final ultrasonic velocity map from the 2D
tomography analysis, which shows a band of higher (increased) velocities that roughly
coincides with the trace of the localised deformation zone indicated by the dotted line.

Hall & Tudisco 113

ALERT Doctoral School 2012



4.0.4 Ultrasonic tomography to image localised deformation in a sandstone

As a second example of laboratory ultrasonic tomography, results are presented for
a “post-mortem” analysis of a Vosges sandstone specimen deformed under triaxial
compression at 20 MPa (from the work of [Res08] and [Cha11]; the latter reference
contains further examples of the analysis of same rock deformed at different confining
pressures). The studied specimen was a cylinder with two opposite flattened faces to
provide contact surfaces for the ultrasonic transducer arrays (see Figure 3). Notches
were made in these flattened faces to enforce the expected shear bands to develop in
the middle of the sample and in the direction perpendicular to the velocity measure-
ments. After the triaxial compression test the sample exhibited an inclined shear-band
between the two notches (visible at the surface by eye and within the sample in x-ray
tomography images, the latter indicating a zone of increased density).

Ultrasonic measurements were made before and after the triaxial loading using two
arrays of 64 piezoelectric transducer elements and a source/receiver recording system
with 64 independent A/D channels (courtesy of P. Roux at Laboratoire ISTERRE,
Grenoble), which provide data over 64x64 intersecting raypaths in a single, fast mea-
surement. The 64 transducer elements of each array were contained within single
casings (see Figure 3) and distributed over a height of 48 mm at a spacing of .75
mm; each element has a width of 20 mm. This gives in effect a 2D array that is well
focussed in the direction perpendicular to the face in contact with the specimen, but
divergent in the plane parallel to this direction. Therefore a large range of propagation
directions can be imaged in one plane with a good signal energy, but an assumption
that the medium is “2D” perpendicular to the contact face has to be made.

Figure 3 shows example waveforms for propagation between transducer elements di-
rectly opposite each other across the sample, which might be compared to the data
presented in Figure 2b; in this case, the data acquisition is much denser than in the
previous example. If the sample were homogeneous this “plane wavefront” would
be expected to show equal arrival times and similar waveforms for each recording.
However, some variability can be seen in the wavefront, including in the arrival times;
in particular, later arrivals are observed around the two positions that correspond to
the notches, which indicates reduced velocities in these areas. The recorded full-
waveform data for all the source-receiver pairs were analysed to provide first-arrival
times and inverted using ray-based travel-time tomography to yield a 2D velocity field
for the given specimen.

Figure 4 shows the inverted velocity field for specimen. This velocity field, as with
others for similar tests, indicates the resolution of the localised shear-band as a zone of
reduced velocity. X-ray tomography images of this sample indicate that these zones
are more dense than the surrounding less-deformed rock, which might suggest that
higher ultrasonic velocities would be expected (due to reduced porosity). However,
the reduced velocities seem to indicate that the damage phenomena likely involved
the creation of a high density of new cracks/contacts, possibly associated with micro-
cracking through destructuration (cement breakage) - grain crushing is unlikely at this
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Figure 3: Upper image: Example of the sandstone specimens used in the study of ul-
trasonic imaging of localised deformation (the specimen is about 80 mm high) and the
ultrasonic transducer arrays used for the measurements (each one has 64 transducer el-
ements distributed over the height at 0.75 mm vertical spacing). Lower image: Exam-
ple of the data acquired for each source-receiver pair (for the raypaths for transducer
positions directly opposite each other across the sample). These data are equivalent
to those in Figure 2b, but with waveforms plotted in colour corresponding to the am-
plitude. The vertical positions of the two “notches” (see main text) correspond to
the lower amplitude zones and variations in velocity can be seen in the arrival time
differences.
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level of confining pressure -, and the porosity reduction effect is small. Whilst the
low-velocity zone in Figure 4, which corresponds to the localised deformation band,
appears to be well resolved, it is in fact much wider than the band identified on the cor-
responding x-ray tomography images. On the one hand this could indicate the greater
sensitivity of the elastic waves to the damage processes (only quite strong density
changes can be resolved in the x-ray images) and so damage away from the concen-
trated deformation zone in the core of the shear band might also be detected. However,
there is also the spatial resolution of the ultrasonic tomography that should be consid-
ered. In this case the dominant recorded frequency was around 800 kHz, which for
a velocity of 1800 m/s corresponds to a wavelength of about 2.25 mm (λ = v/f :
wavelength = velocity/frequency). Based on the resolution limits of ray-based tomog-
raphy (given earlier) this would give a resolution in the centre of the specimen of about
6 mm, which is only slightly larger than the “expected” shear-band width of around
5 mm, but, as discussed, this is possibly a conservative estimate. Therefore further
investigation is required to better interpret such results in terms of potential smear-
ing versus the good sensitivity of the velocity measurements to even small degrees of
damage.

5 Conclusions

Ultrasonic tomography provides the possibility to assess the spatial, and eventually
temporal, variations in ultrasonic velocity (and attenuation) within geomechanics test
specimens. This paper has outlined different theoretical and practical aspects of ultra-
sonic tomography plus has demonstrated the power of the method with two examples.
However, as a tool for experimental geomechanics, ultrasonic tomography is still in
its infancy, but there is good potential for future development. Good results have been
presented in [CHS+11] and [Cha11], but questions remain about the spatial resolution
and the presence of artefacts in the velocity images. On-going work aims to increase
the spatial resolution and reduce the artefacts, including through the use of sensitivity
kernels and full-waveform inversion techniques in the context of the PhD thesis of
E. Tudisco (publication expected in 2013). Furthermore, this work is considering the
use of ultrasonic tomography during loading and differential tomography to study the
evolution of the velocities, which might be combined with full-field strain data from
digital image correlation to provide much greater insight into the mechanics of the
studied materials. Other advances that would be of significant interest for experimen-
tal geomechanics are the inclusion of anisotropy in the inversion and the use of both
compressional (P) and shear (S) wave data; together such data could provide a quite
complete characterisation of the elastic properties (and their evolution) in a material.
The other key remaining challenges relate to the interpretation of the data in terms of
the underlying mechanics, which must involve integration of different (full-field) tech-
niques that are sensitive to different aspects of the mechanics, e.g., the combination
with digital image correlation.
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Figure 4: Result of the 2D ultrasonic velocity tomography over the central zone of a
sample of a Vosges sandstone deformed under 20 MPa confining pressure (colourbar
indicates velocities in m/s and the distances on the x and y axes are in m). A band
of low velocities is seen crossing diagonally across the sample corresponding to the
location of the localised shear deformation feature that developed during loading be-
tween the notches (the notches are at the edges of the specimen near the upper and
lower extremities of the low velocity band).
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A Appendix: linear and linearised inverse theory

Linear inverse theory is a method for finding a model given some data and a set of
linear equations relating the data to the model parameters, which in matrix form would
be,

d = Am, (4)

where d = {yobs1 , yobs2 , ..., yobsN } are the data, m is a vector containing the model
variables (e.g., m = (a, b)T , for a straight line) and A is some matrix relating the two
(this can be thought of as the matrix describing the “physics” of the problem). For the
simple, even-determined, case of a straight-line and two data points (d = {y1, y2},
x = {x1, x2} and m = {a, b}), Equation (4) would be written(

y1
y2

)
=

(
x1 1
x2 1

)(
a
b

)
(5)

In this case it is straight-forward to determine the inverse problem, m = A−1d;(
a
b

)
=

1

x1 − x2

(
1 −1
−x2 x1

)(
y1
y2

)
. (6)

Thus from the above
a =

y2 − y1
x2 − x1

, b =
x2y1 − x1y2
x2 − x1

. (7)

If there are more data (i.e., if the problem is over-determined) then the same procedure
can be followed, e.g., for y = y1, y2, y3 such that (4) would be written y1

y2
y3

 =

 x1 1
x2 1
x3 1

( a
b

)
. (8)

In this case there is no solution as A−1 does not exist. Instead the aim is to find
the “best-fit” model, i.e., to minimise the “prediction error of the solution” in a least
squares sense. The prediction error is defined as

ri = yobsi − ymodeli (m), (9)
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so
r = d−Am. (10)

The least squares error is

φ(m) =
∑
N

(yobs
i − ymodel

i (m))2 = rTr = (d−Am)T(d−Am), (11)

which is to be minimised. Thus the least-squares solution is given by the model vector
m that gives a zero gradient of φ(m),

∇φ(m) = −AT(d−Am) = 0. (12)

Therefore the least squares solution is given by

m = (ATA)−1(ATd). (13)

Here the normal equations can be defined: (ATA)m = (ATd).

A.1 Weighted least squares solution

If there is some understanding of the uncertainty of each measurement it is important
to include this in the inverse solution. This can be achieved by “weighting” each
data point by its standard deviation. In this situation (11) becomes, for data with
independent and normally distributed noise,

φ(m) =
∑
N

(
yobs
i − ymodel

i (m)

σi
)2 = rTC−1

d r, (14)

and so the normal equations become

(ATC−1
d A)m = (ATC−1

d d), (15)

and the solution is clearly,

m = (ATC−1
d A)−1(ATC−1

d d), (16)

where Cd = diag[σ2
1 , σ

2
1 , ..., σ

2
N ] (or, if the noise is not independent, Cd is the co-

variance matrix of the data). The weighted solution will thus be most sensitive to the
data with the lowest uncertainties.

A.2 Damped least squares solution

If the number of model parameters is greater than the number of data there will be a
combination of model parameters which have no effect on the data, i.e., the data do
not “illuminate” these parts of the model. These actually correspond to eigenvectors
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of ATCd
−1A with zero eigenvalues and result in a singular matrix in the inversion.

In this case the aim is to find the “minimum length solution” through damping and
to minimise both the misfit and the complexity (roughness) of the model. In this
situation, the normal equations become

(ATCd
−1A+W)m = (ATCd

−1d), (17)

and W is the damping matrix that generally a diagonal matrix, such that it might be
given as W = εI, where I is the identity matrix and ε is some small positive scalar.

B Non-linear inverse theory: linearised inverse prob-
lems

In many problems the function relating the data and the model is not linear, therefore
the approaches outlined above can not be used as A can not be simply defined. If the
model is weakly non-linear, i.e., if it can be linearised, the solution to the problem is
relatively straight-forward.

For d = F(m) + e, we can write

δd =
δF

δm
δm+ e. (18)

Therefore,
δd = Aδm, (19)

where Aij = δFi

δmj
. This can be solved iteratively, as described in the main text, given

that δd = d− F(m0) and

δm = (ATA)−1ATδd = m−m0. (20)

Note that this will only work if the problem is convergent and also risks getting stuck
in local minima; therefore the initial guess is often very important.
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Fabric affects many aspects of soil mechanical behaviour. When transport processes 
are of concern, its dual, the pore network, is the key aspect ruling the soil properties 
of interest. In this chapter, a review of a few widely used techniques, currently 
adopted to analyse the pore network at increasing scale, is presented, namely mer-
cury intrusion porosimetry, environmental scanning electron microscopy and elec-
trical resistivity tomography. Details on the techniques, their advantages and limita-
tions, are first covered, followed by the presentation of selected test results. The 
results highlight how these techniques provide an insight into the pore network, and 
how they can be usefully exploited in the understanding of different hydro-electro-
mechanical processes ordinarily observed at the phenomenological scale. Attention 
is focused on unsaturated soils with reference to water retention properties, micro / 
macrostructure interaction, and role of sample heterogeneity. 
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1 Introduction 

Multi-scale studies associated with pore network properties are increasingly used to 
improve understanding of behaviour features and multiphase flow properties in 
porous media at the phenomenological scale, where the latter term is used to identify 
the scale of a standard laboratory test on a representative homogeneous volume 
element. These include distribution of pores space –micropore / macropore-, connec-
tivity, constricted porosity by throats, hysteresis, fluid occupancy during multiphase 
flow displacement processes, wettability. Pore network rules liquid and gas permea-
bility properties, as well as water retention, and electro-chemical transport. Dually, it 
affects mechanical properties, among which volumetric stiffness may be mentioned. 
As will be shown in the next chapter, flow and deformation properties are therefore 
coupled, and influence each other. 
 
The pore network is studied at the microstructure scale, by means of techniques at 
the particle / aggregation scale (usually below <100 µm) capable of analysing the 
arrangement and distribution of particles and pores –and their contacts and connec-
tivity– [Del96, Mit05, And12]. Among various available techniques used to study 
porous geomaterials at the microstructural scale, mercury intrusion porosimetry 
(MIP) and scanning electron microscopy (environmental ESEM with digital image 
analysis) are given special attention in the present chapter. The former technique has 
been frequently used to describe pore network properties affecting coupled hydro-
chemo-mechanical processes (see, for instance, [AlM96, Rom99, Mus03, Kol06b, 
Rom11]). The latter is a quantitative technique with minimal sample preparation 
requirement, and which allows subjecting the sample to hydraulic paths during ob-
servation [Mon03a, Mon03b, Rom08, Air10]. 
 
Mesostructural scanning techniques, based on time-domain reflectometry, near-
infrared spectroscopic measurements, electric impedance/resistivity tomography, 
neutron tomography, X-ray computed tomography, dual-energy gamma-ray tech-
nique, among others, allow increasing the scale of observation, therefore appreciat-
ing the role of heterogeneous elements, such as inclusions or cracks, in the engineer-
ing behaviour of porous media [Bak90, Bor05, Des06, And12]. Applications of 
these mesostructural techniques in saturated and unsaturated soils have been devoted 
to the monitoring of hydro-chemo-mechanical processes [Com08, Com10, Dam09, 
Cos12], to the detection of desiccation cracks [Geb06, Muk06, Sen09], to the visual-
isation of diffusion and multiphase transport processes, as well as fluid retention and 
permeation properties [Rol05, Van05, Rod06, Car06, Kol06a, Pir07, Kar07, Man12, 
Rie12]. Higher resolution mesostructural techniques, together with improved image 
processing, have recently allowed moving to micrometric scale, narrowing the gap 
between meso and microstructural techniques [Bri98, Jac02, Bés06, Tak06, And12]. 
 
Among the latter mesostructural technique, electrical resistivity tomography (ERT) 
is described in detail in this chapter. The technique turns out to be remarkably useful 
when studying coupled hydro-chemo-mechanical phenomena in which the pore 
network arrangement, and not only the pore size distribution, plays a relevant role. 
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The spatial resolution of ERT as a mesostructure tool is slightly above 10 mm. At 
this resolution, and with reference to geomaterials testing, it can be classified as a 
semi-quantitative technique, since it provides a good general electrical picture of the 
sample, while accuracy in estimating electrical conductivity can be lost if sharp 
gradients exists. With respect to other techniques mentioned before, an essential 
advantage of ERT is that it can be easily implemented in modified laboratory cells 
for mechanical and hydraulic testing. Sequences of maps of electrical resistivity 
(potentially 3D), taken while performing hydro-chemo-mechanical tests, can then be 
used to visualize transport and mechanical processes occurring inside the sample. 
Appropriate data treatment may be exploited to back-analyse transport parameters, 
as shown in the last chapter. 

2 Mercury intrusion porosimetry and environmental 
scanning electron microscopy 

2.1 Mercury intrusion porosimetry 

Mercury intrusion porosimetry (MIP) is one of the most commonly used techniques 
for analysing the pore size distribution (PSD) of geomaterials with interconnected 
porosity. The interested reader may refer to [Web97, Del96, Sim04, Rom08]. With 
this technique an absolute pressure p is applied to a non-wetting liquid (mercury) in 
order to enter the empty pores. Washburn equation may be adopted to provide a 
relationship between the applied pressure and a characteristic size of the intruded 
pores [Dia70, Jua86]. For ideal pores of cylindrical shape or parallel infinite plates 
(fissure-like pores), the equation reads: 
 

cosHg nwn
p

x

 
   (1) 

 
where Hg is the surface tension of mercury (Hg=0.484 N/m at 25°C), nw the con-
tact angle between mercury and particles surface, and x the entrance or throat pore 
diameter (n = 4) or the spacing width between parallel plates (n = 2). The value 
n = 4 is often used in MIP, as the cylindrical model is most frequently adopted. The 
contact angle is usually taken between 139° and 147° for clay minerals [Dia70], 
although higher values have been reported on kaolinitic clay [Pen00]. 
 
Sample preparation requires emptying the sample of water that prevents the penetra-
tion of mercury. Samples can be dehydrated using controlled relative humidity-
drying, oven-drying, freeze-drying or critical-point-drying techniques [Del84b]. For 
heat and dry sensitive materials, freeze drying is preferred [Ahm74]. Freeze drying 
process involves temperature (fast cooling) and pressure conditions (sublimation of 
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ice) to avoid surface tension forces caused by air-water interfaces [Ahm74, Del82, 
Del84b, Del96, Pen00]. 
 
A constant contact angle at equilibrium is assumed in the elaboration of MIP data, 
irrespective of the actual penetration flow conditions, in spite of Equation (1) being 
valid only with reference to equilibrated states, at null penetration velocity of mercu-
ry. In fact, the contact angle varies as a function of the dynamic flow of the advanc-
ing interface, as shown by [Hof75, Aït04]. For this reason, sufficient time lapse must 
be left in pressure rising and mercury ejection to allow for quasi-static state condi-
tions to be reached at any step. Usually, an imposed mercury pressure is held con-
stant until penetration ceases or falls below a specified rate. 
 
The main limitations of MIP are: a) completely isolated pores enclosed by surround-
ing solids are not measured –this enclosed porosity is not significant in soils, but can 
play increasing role in low-porosity geomaterials-; b) pores that are accessible only 
through smaller ones, hence constricted porosity by throat effect, are not detected 
until the smaller entrance pores are penetrated; c) the apparatus may not have 
enough capacity to enter the smallest pores of the sample (non-intruded porosity 
with entrance pore sizes below 7 nm); and d) the minimum pressure which can be 
applied practically by the apparatus limits the maximum detected pore size (non-
detected porosity with entrance pore sizes larger than 400 m). Alteration in the 
pore geometry during pressure application is also of concern. It has been reported 
that the soil structure is not affected during high-pressure intrusion [Sil73, Law78 
and Ree79], due to the fact that most of the pore network is already filled with in-
compressible mercury during penetration. However, this is not the case before pene-
tration starts and at low applied pressure, for compressible materials. Occurrence of 
substantial initial volume change due to isotropic compression in clayey samples 
prior to intrusion was reported by [Pen00]. Deformation of the sample holder system 
during mercury pressure changes is another factor which can induce interpretation 
errors, and which should be accounted for in data elaboration [Sim04]. 
 
The pore-size distribution can be deduced by mercury intrusion, by relating the 
volume of intruded pores to the pressure required for intrusion. The intrusion stage 
can be followed by an extrusion stage, which can be accomplished by decreasing the 
applied pressure. The cumulative intruded volume data along an intrusion-extrusion 
cycle highlights that not all the mercury intruded during the penetration stage is 
recovered when the pressure is released. An amount of mercury remains permanent-
ly entrapped in the constricted porosity by throat effects. Various theories explaining 
the causes of MIP hysteresis and entrapment have been discussed and examined in 
detail by [Mat95, Abe99 and Mor02]. A second intrusion will follow approximately 
the same extrusion path, thus identifying that part of porosity which is not affected 
by throat effects. The latter is assumed to coincide with the non-constricted or free 
porosity. Delage & Lefebvre [Del84] and Delage et al. [Del96] assumed that the 
small intra-aggregate pores, pores inside soil aggregates, display a non-constricted 
or free porosity, while the large inter-aggregate pore space between the aggregates 
corresponds to the entrapped porosity. The extrusion data can thus be exploited also 
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to provide additional information on the multiscale arrangement of the microstruc-
ture pore network. 
 
Data from mercury intrusion can be complemented, for pore sizes below 60 nm, 
with nitrogen desorption isotherms (although the use of the adsorption branch is also 
possible. Data from the latter technique are interpreted using BJH model [Bar51], 
based on which emptying of pores from condensed adsorptive at decreasing relative 
nitrogen pressure is re-interpreted by Kelvin equation [Sil73, Web97]. The model is 
based on the assumption that pores have cylindrical shape and that the pore radius is 
equal to the sum of the Kelvin radius and the thickness of the film adsorbed on the 
pore wall. 
 
Results of MIP technique may be better reported as pore size density function, PSD, 
i.e. the log differential intrusion curve vs. entrance or throat pore size, which aids 
visual detection of the dominant pore modes. Figure 1 shows the cumulative intrud-
ed pore ratio (volume of intruded pores / volume of solids) for dense clay phyllite 
(void ratio around 0.34), as well its corresponding PSD, obtained by MIP and BJH 
desorption data [Gar10]. According to MIP data, the dense material displays a single 
dominant pore mode at around 15 nm. PSD based on the analysis of the nitrogen 
desorption branch is not always straightforward, since an intense spike at around 
4nm is sometimes present that reflects an artefact (associated with the spontaneous 
evaporation of metastable pore liquid, [Low04]). In such cases, a more realistic PSD 
can be obtained from the analysis of the adsorption branch [Low04]. 
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Figure 1: Left: Evolution of intruded void ratio with entrance pore size by MIP and 

BJH desorption of natural phyllite. Right: Pore size density functions [Gar10]. 
 

Further insight into the pore structure may be provided by the interpretation of MIP 
data in terms of the fractal character of the porous medium, admitting self-similarity 
of the hierarchical pore network. For the calculation of the surface fractal dimension 
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Ds, the following expression written as a function of the mercury pressure p, has 
been usually adopted [Kor92, Mey94, Fad96], where V is the intruded pore volume: 
 

d
log ( 4) log

d s

V
D p

p

 
  

 
 (2) 

 
Intervals of self-similarity of the different pore types can be experimentally obtained 
from the linear sections of the corresponding log-log plot, the slope of which gives 
the values of Ds, as shown in Figure 2. In the figure, one pressure range is identified 
for the high-density soil with a characteristic fractal dimension of Ds=3.09, which 
reflects a more space-filling volumetric pore structure. On the contrary, two pressure 
regimes can be identified in the low-density sample: a low-pressure regime exhibit-
ing a fractal dimension Ds=1.88, which corresponds to a fissure-like structure, and a 
high-pressure regime for pore sizes lower than 300 nm presenting again a volumetric 
structure (Ds = 3.04). Fractal concepts related to porosimetry studies have been used 
by [Fad96, Gim97, Jom03], as a complementary tool to detect microstructural 
changes and differences in pore geometry at various structural levels. It is worth 
noting that fractal dimension analysis also allows detecting anomalies in MIP data, 
such as the initial compression before mercury penetration takes place. 
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Figure 2: Fractal description of the pore network for two dry densities of a kao-
linitic-illitic clay [Rom08]. 
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As MIP data depend on pore sizes and pore network connectivity, they can be use-
fully exploited to derive quantitative water retention properties of geomaterials 
[Pra85, Rom99, Aun01, Sim01, Sim02]. The non-wetting mercury penetration at 
intrusion pressure p is assumed to be equivalent to air-intrusion at matric suction s 
during a drying path for the same diameter of pores x being intruded: 
 

4 cos4 cos cos
; ; 0.196

cos
Hg nww w

Hg nw

s p s p p
x x

    
 

       (3) 

 
where  is the surface tension of water and cosw=1 the wetting coefficient for the 
air-water interface (refer to Equation (1) for Hg and nw). 
 
The volume of pores not intruded by mercury –assuming a non-deformable soil– is 
used to evaluate the water content w or degree of saturation Sr corresponding to the 
equivalent applied matric suction. Derivation of the matric suction – saturation rela-
tionship from MIP data should be limited to the low-suction range, in which capil-
larity dominates water retention. In fact, water is generally held due to capillarity at 
low suctions (usually < 2 MPa), and by adsorption on particle surfaces and in clay 
inter-layers at higher suctions [Cas92, Rom99]. Moreover, to correctly estimate the 
water content, data must be corrected for the non-intruded porosity, which can be 
assimilated to a residual water content wr [Rom08]: 
 

1 ; ( ) ( )(1 )r nw r r sat r r nwS S w w w w S       (4) 
 
where wsat is the water content at Sr=1, and Sr nw the complementary non-wetting 
degree of saturation intruded by mercury. 
 
In comparing MIP elaboration with direct water retention data, attention must be 
paid to the evolution of the pore size distribution during hydraulic paths for active 
soils [Sim01, Sim05, Rom11]. In principle, the PSD measured on a soil sample 
gives the water retention curve corresponding to the end of a water retention curve 
test, after volume changes have ceased. Figure 3 presents a comparison of water 
retention results on drying of a clayey silt, with the information deduced from MIP 
using freeze-dried samples.  
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Figure 3: Water retention results on drying of clayey silt compared to deduced data 

from MIP using freeze-dried samples [Rom08]. 
 
 
‘Dynamic’ and ‘static’ procedures refer to the measurement of matric suction using 
high-range tensiometers during a continuous drying process and at static equilibrium 
under constant water content, respectively. The figure shows good agreement in the 
determination of the air-entry value using MIP, when the sample has been previous-
ly air-dried and undergone shrinkage. In this case, the denser state reached on drying 
is associated with a higher air-entry value, which matches the tensiometer results 
with a distribution of pores that evolve with suction. On the contrary, deduced water 
retention results from MIP starting from saturated conditions, reflect a lower air 
entry value, which is in agreement with the frozen higher porosity of the saturated 
state. 
 
MIP results have been successfully used on an extended range (up to 41 MPa) to 
determine water retention properties of low-porosity claystone (void ratio e=0.12), 
which does not undergo important volume changes on drying. Figure 4 shows the 
cumulative intruded void ratio using MIP and BJH adsorption information up to 
e=0.10. The PSD function obtained from MIP displays one dominant pore mode at 
approximately 16 nm. The air entry value corresponding to the dominant pore mode 
can be determined from Laplace’s equation, giving a value of 18 MPa. Figure 4 also 
shows the estimated water retention curve based on MIP deduced data, together with 
psychrometric measurements. 
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Figure 4: Top left: Cumulated intruded void ratio on low-porosity claystone. Top 
right: Pore size density function with dominant pore mode. Bottom: Deduced water 

retention data from MIP results compared to psychrometer readings [Rom12]. 

2.2 Environmental scanning electron microscopy 

As already described, MIP analysis is performed on a dried sample, therefore having 
frozen PSD and pore network during the test. On the contrary, the pore network of 
active soils evolves, together with aggregate swelling and shrinking, when in contact 
with water. This evolution may be observed by means of Environmental scanning 
electron microscope (ESEM). The latter is a special type of SEM that works under 
controlled environmental conditions and requires no conductive coating on the spec-
imen. The technique enables examining wet samples and preserving their natural 
characteristics for further testing [Dan93, Bak95, Kom99, Mon03a, Rom08, Air10, 
Rom11]. 
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The equipment presents a sample chamber at a higher pressure and separated from 
increasing vacuum chambers by pressure-limiting apertures (electron gun chamber 
is at 10-5 Pa). Water vapour is the most commonly used chamber gas, which is con-
trolled with an electronic servo system at absolute vapour pressures between 0.13 
and 2 kPa. The microscope is also equipped with a Peltier cooling / heating system 
(working within 20°C above or below ambient temperature) installed underneath the 
sample stub to control sample temperature. Accordingly, the examination of the 
sample can be continuously done at different vapour pressures and temperatures, 
hence at different relative humidity, making it a suitable equipment to study the 
gradual effects of wetting and drying stages at microstructural scale. A certain de-
gree of resolution is compromised when using this equipment, especially at elevated 
relative humidity of the sample chamber. 
 
Montes-H et al. [Mon03a, Mon03b] used ESEM jointly with a digital image analysis 
program to estimate at aggregate scale the swelling–shrinkage behaviour of benton-
ite at different total suctions. More recently, [Rom08, Air10, Rom11] used the same 
technique to study the effects of total suction changes on the volumetric behaviour at 
microstructural level of different clays. Airò Farulla et al. [Air10] changed tempera-
ture and vapour pressure conditions to perform a suction cycle according to the 
wetting and drying paths outlined in Figure 5. The cycle started at point B, where 
the sample (initially at point A), was let to equilibrate for 15 min at RH=30% (total 
suction around 160 MPa), by applying a vapour pressure of 0.65 kPa at 20°C. A 
photomicrograph was taken at each stage (different points in Figure 5) and after an 
equalisation time of 10 minutes. Two procedures for digital image analysis were 
used to isolate aggregates and calculate area variations due to relative humidity 
changes. The first procedure, shown in Figure 6, consisted in defining the aggregate 
contour on the inverse image, in transforming it into a binary image, and in counting 
the white pixels. Aggregate area variations were calculated with reference to the 
initial condition (point B, Figure 5). The second procedure used an automatic digital 
image analysis [Abr04], which consisted in using a threshold filter, in selecting a 
region of interest and in applying an automatic segmentation algorithm. Aggregate 
areal deformations (negative in expansion) measured during the wetting and drying 
cycle and using the two aforementioned procedures are plotted against total suction 
in Figure 7. 
 
Romero et al. [Rom11] used the same procedure to study aggregate volume changes 
along a wetting and drying cycle on two different clays. A consistent picture of 
volume change behaviour was obtained by these authors on different clays, when 
comparing microstructural ESEM results with MIP data and with phenomenological 
(at larger scale) results. They finally exploited these data to complement the descrip-
tion of evolutionary water retention properties of active clays. 

134 Experimental techniques for multi-scale description of soil fabric

ALERT Doctoral School 2012



5 10 15 20 25 30 35
Temperature, t (ºC)

0.0

0.5

1.0

1.5

2.0

2.5

V
ap

ou
r 

P
re

ss
ur

e,
 u
v 

(k
P

a)

0

4

8

12

16

Va
po

ur
 P

re
ss

ur
e,

 u
v 

(t
or

r)

wetting
drying

RH
 =

 1
00

%

80
%

60
%

40
%

20%

10%

A

B

E

C
F G

D

30
%

50
%

 

Figure 5: Wetting and drying paths followed by a clayey aggregate in the ESEM 
[Air10]. 

(a) original image (b) inverse image

(d) aggregate area measurement(c) aggregate contour identification  
 

Figure 6: Manual digital image treatment to measure changes in aggregate area. 
[Air10]. 
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Figure 7: Areal deformation of the aggregate versus total suction in wetting-drying 
path [Air10]. 

3 Electrical Resistivity Tomography (ERT) 

3.1 Introduction 

Electrical resistivity tomography (ERT) allows increasing the scale of observation of 
the role of pore network on the phenomenological behaviour of soils. Usefulness of 
electrical measurements in the characterisation of geomaterials at the laboratory 
scale is enhanced by its association to the tomography technique. A single electrical 
measurement implicitly introduces the assumption that the investigated body is ho-
mogeneous. A great number of measurements, all referring to the same volume but 
taken from different points, permits the relaxation of the homogeneity assumption. 
Joint analysis of several measurements allows then an insight into the distribution of 
electrical properties within the studied body. 
 
Thanks to this scale of observation, ERT may found different applications, among 
which developments for medical diagnosis are of outmost relevance. As for the 
literature related to geosciences, the synthetic study from [Lyt78] proved that the 
technique could be applied as an experimental procedure to detect heterogeneities of 
rock cores. Since then, the numerical algorithms used have been improved, increas-
ing accuracy in the evaluation of local values of conductivity and resolution in the 
reconstruction of shapes. 
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The technique can be applied at different scales (from laboratory mesostructural 
investigations to stratigraphic characterisation) and the resolution varies from about 
one millimetre to the order of meters. 
 
In petroleum engineering electrical tomography has been implemented commercial-
ly with names such as FMS (Formation MicroScanner) and FMI (Fullbore For-
mation MicroImager). It is used to obtain ‘image logs’, or electrical pictures of the 
wellbore that are quite effective to recognize and detect mechanical failures and 
naturally occurring fractures. A comparison between information recovered through 
visual inspection of the core and information from FMS images is available in 
[Kho12]. The technique is used also to recover stratigraphic information in shallow 
environments.  
 
In near surface geophysics, early studies included identification of aquifers systems 
and sources of pollutions [Whi94, Osi95, Bev91]: then attention switched towards 
imaging of subsurface fluid movement in porous and fractured media [Dai92, 
Sla97]. Later studies, associated to further improvements of the inversion technique, 
deal with quantitative assessment of transport characteristics in soils and rocks.  
 
In the following, equipment, operational principles and data elaboration are present-
ed, to highlight the multiscale potentialities of ERT, together with its resolution 
limitations at the different scales of observation. Microresistivity for fabric studies, 
which complement the previous techniques, are then introduced. Examples of quan-
titative application of the technique for multiphase flow are postponed to the last 
chapter. 

3.2 Principles of ERT 

In ERT several pairs of electrodes are attached to the surface of the object: two elec-
trodes apply the electrical current, and other pairs of electrodes measure the induced 
electrical potential differences (as in the four electrodes terminals). Either the pair of 
electrodes applying current or the pair electrodes measuring the potential drop are 
changed from measurement to measurement. A forward model is separately built to 
calculate the electrical potential differences that would be measured if the electrical 
conductivity within the object had a certain distribution. Finally an inverse model is 
used to estimate the distribution of electrical conductivity that minimizes the scatter 
between experimental measurements and predictions of the forward model [Bor05]. 
 
 
ERT reconstruction: forward model 
 
The solution of the forward problem links the voltage measurements to the object 
conductivity. Most reconstruction codes implement the forward model with a Finite 
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Element solver [Vau97, Bor02, Pol02], discretising both domain  and conductivity 
distribution. 
 
Assuming that the conductivity of the object under measurement is isotropic, that 
the electric and magnetic fields are slowly varying and neglecting capacitance ef-
fects, it follows that the governing equation of the problem is the balance of electri-
cal charge in stationary conditions: 
 

  0   (5) 
 
where  is electric potential inside the body. 

The presence of the electrodes is taken into account via appropriate conditions at the 
boundaries of the object, , as with the complete electrode model [Som92]. The 
model assumes that the potential is homogeneous over the electrode space and that 
overpotential phenomena occur at the interface between the electrode and the object 
under measurement. The following relation holds for each electrode l = 1, ..., L: 
 

Llon
n

zV lll ,..,1, 



 
  (6) 

 
where Vl is potential of the lth electrode, zl is contact impedance of the lth electrode, 

n


  is the outwards normal to   and l  is the portion of  underneath elec-

trode l. 
 
Electrical stimuli are accounted for by specifying for each electrode that: 
 

LlonI
n ll ,..,1, 



 
  (7) 

 
where Il is current injected into the lth electrode. Equation (6) and (7) apply to the 
portions of  that fall underneath each electrode. To the remaining parts of  
(inter electrode gaps), the following relationship applies: 
 

0



n

  (8) 

 
as no current density is crossing the free surface of the object under measurement. 
Equations (6) to (8) specify the model for the electrodes, voltages on the electrodes 
are however specified to within an arbitrary additive constant as no reference poten-
tial has been specified. As this is an arbitrary choice, usually the model is comple-
mented with the additional condition: 
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


L

l
lV

1

 = 0 (9) 

 
that allows the unique determination of all Vl. 
 
 
ERT reconstruction: inversion 
 
Field reconstruction is formulated as non-linear least-squares problem, where the 
conductivity of the forward model is varied until a satisfactory match between the 
measurements simulated by the forward model and the real measurements is met. 
The reconstruction procedure searches for a discretised conductivity srec: 
 

  2

2
minarg vss  hrec  (10) 

 
where h is the nonlinear forward operator from model space to measurements space, 

s is the discrete conductivity, v is the vector of measured voltages and 
2

2
indi-

cates the squared 2-norm. The reconstruction problem, both in its continuous form 
and in its discrete form (Equation 10), is ill-posed in the sense that small perturba-
tions in the measured data can cause arbitrarily large errors in the estimated conduc-
tivity [Syl87]. Then, regularisation techniques are needed to obtain a stable solution. 
In practical terms, ill-conditioning arises from certain patterns of conductivity for 
which the corresponding measurements are extremely small [Bre90], so being af-
fected by measurement noise. Such patterns of conductivity, for which the observa-
tions are unreliable, corrupt the reconstruction. Regularisation techniques are adopt-
ed in order to prevent such problem. Commonly Equation (10) is solved using the 
Tikhonov regularisation, formulating the reconstruction as: 
 

   svss Fhrec  2

2
minarg  (11) 

 
where 0)( sF  is the regularisation function, and  a positive scalar called 

Tikhonov factor. F acts as a penalty term, by taking large values corresponding to 
distributions s that are to be prevented in the reconstructed profile. The effect of F 
on the reconstructions can be adjusted by varying the value of . The conductivity 
being discrete, the regularisation function is usually expressed as: 
 

  2

2
ss LF   (12) 

 
where L  is the regularisation matrix. The reconstruction is therefore formulated as: 
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  2

2

2

2
minarg svss Lhrec   (13) 

 
Regularisation methods mostly achieve the stability of the inversion by penalizing 
sudden variations in the conductivity, hence offering a trade-off between stability of 
the reconstruction and sharpness of image. Thorough discussions on the choice of  
and on regularisation techniques in ERT can be found in [Kol01] and [Bor02].  
 
 
ERT testing cell: geometry, size and disposition of electrodes 
 
Spatial resolution and accuracy of ERT reconstructions are constrained from compu-
tational aspects (type of algorithm and refinement of the mesh of the numerical 
models) and from experimental set ups (number, size, geometry and spacing of elec-
trodes used). 
 
[Com08] reports that the total number of independent measurements N of a tomo-
graphic reconstruction is: 
 

2

)1( 


nn
N  (14) 

 
where n is the number of available electrodes. 
 
A trade off in the design of ERT cells concerns the size of the electrodes [Dam09]. 
Better definition of the electrical problem is achieved when injecting electrodes have 
a large surface, generating an even current density, and measuring electrodes are 
small, providing punctual measurements. Since in ERT electrodes work in turn to 
inject current and to measure voltage, a compromise is needed. For 2D ERT recon-
structions of cylindrical bodies, [Lee10] suggests dimensionless ratios: 
 

nD

W

2


   and  4.0

D

L
 (15) 


where W is the width of the electrode, D is the diameter of the cell and L is the 
length of the electrode. These ratios were evaluated based on Finite Element Method 
simulations of synthetic problems. Anyway, it could be not so strictly necessary to 
comply rigorously with all of them, also depending on the characteristics of the 
software used for inversion / reconstruction (e.g. if this introduces complete elec-
trode model [Som92] and if it can model steep gradients). 
 
Finally, measurement protocol can rely on different configuration. Two of them are: 
(i) the adjacent electrode scheme and (ii) the opposing electrode scheme [Vau97]. 
Figure 8 shows the current lines obtained with these two configurations under the 
hypothesis of a homogeneous body. The adjacent electrode configuration, confining 
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the current towards the cell walls, is more sensitive along the boundaries and loses 
sensitivity at the centre of the cell. The opposing electrode configuration, providing 
a more homogenous distribution of electrical current, has a more homogeneous 
sensitivity.  

 

Figure 8: Adjacent electrode and opposing electrode configuration, applied to a 
cylindrical sample [Dam09]. 

 
Even with the opposite electrode configuration, sensitivity of the reconstruction is 
generally low when anomalies are located towards the centre of the cell [Dam09]. In 
many cases [Bor05, Lov05, Com08, Dam09] the image of the object is satisfactorily 
reproduced, but the electrical conductivity values found are not necessarily correct. 
This depends both on the regularisation technique used and on the ERT system ge-
ometry [Dam09]: actually, some very good quantitative results can be obtained if 
variations of the electrical conductivity in space are not too dramatic. From a practi-
cal perspective, quantitative evaluations are easier to be achieved in the case of vari-
ations of porosity than in the case of fractures.  
 
 
ERT testing cell: components 
 
An ERT testing cell is made of a Personal Computer (PC), a data acquisition system, 
an inverter and a measuring cell. Figure 9 refers to the system used in [Bor05]. A 
digital direct synthesiser is used for the generation of the AC waveform, which is 
then fed to a voltage controlled current source and applied via a multiplexer to the 
pair of driving electrodes. High output impedance of the current source is desirable 
to drive currents in very resistive media. The injected current intensity is measured 
on a shunt resistor in series with the driving pair, which ensures accurate measure-
ment of the applied current. A second multiplexer connects the electrodes to an 
Analogical Digital Converter (ADC), for voltage measurement. The output signals 
are processed by an on-board Digital Signal Processor which separates in phase and 
out of phase components. The instrument is controlled by a PC to implement the 
measurement scheme and to gather the results. 
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Figure 10 shows the double mesh used in the inversion of tests used in [Com05a] 
and [Bor05]. A coarse mesh (Figure 10a) has been used to represent the discrete 
conductivity, while a second finer mesh has been used to represent the electric po-
tential. The number of elements of the coarse mesh coincided with the number of 
unknowns of the reconstruction process; hence it was chosen considering the num-
ber of available measurements in the light of sensitivity and non uniqueness issues. 
Since such a mesh is not appropriate for an accurate solution of the forward prob-
lem, a second and finer mesh was used for the computation of simulated voltages at 
the electrodes: the fine mesh (Figure 10b) is an adaptive refinement of the coarse 
mesh. 
 
Further details concerning the experimental set up and the implementation of ERT to 
laboratory geotechnical studies in available in [Com05a]. 
 

 

Figure 9: 2D ERT testing cell: 1 Personal Computer 2 Data acquisition system 3 
Inverter 4 Measuring Cell [Bor05]. 

 

 

Figure 10: Double mesh used by [Bor05]: (a) mesh of the discrete conductivity (b) 
refined mesh for the accurate solution of the forward problem. 

142 Experimental techniques for multi-scale description of soil fabric

ALERT Doctoral School 2012



3.3 Selected ERT studies 

Different geometries and spacings between electrodes have been adopted, depending 
of the desired scale of investigation (see Table 1). It emerges that in some studies 
ERT (‘microresistivity’) has been applied to recover information concerning the 
fabric of the specimens, while in others, with lower resolution, mostly to check local 
porosity variations or possibility to track transport of fluid or salt. 

Table 1: Selected applications of resistivity tomography in the laboratory  

Study Electrodes/ 
Geometry 

Resolution/ meas-
urements per image 

(m.p.i.) 

Objective / Results 

[Jac90] 64 sprung gold plated 
electrodes  
5 mm diam / 10 mm 
spacing 

5 mm Investigating meso structure and frac-
tures. 
Comparison with down – hole electrical 
imaging tools. 

[Bri98] 2880 electrode grid 
5 mm spacing 

5 mm Comparison with X ray radiographs. 
Investigation of fabric/tortuosity through 
back analysis of the formation factor F* 

[Jac02] 576 electrodes 
10 mm length 
5 mm penetration 
all electrodes on one 
side of the sample  

5 mm 
2000 m.p.i. (2D) 
8000 m.p.i. (3D) 

Comparison with X ray radiographs. 
Investigation fabric/tortuosity through 
back analysis of the formation factor F*  

[Lov05] Injecting electrodes on 
opposite sides of  
sample / measuring 
electrodes on sample 
surface 

5 mm 
same as down-hole 

electrical imaging tools

Investigation of depth of fractures / 
fracture distribution. 

[Bin96] 12 equally spaced 
electrodes on the 
sidewall of a 320 mm 
diameter column  
4 planes  

25 mm (1% total area)
400 m.p.i 

Qualitative tracement and flow path of 
tracer in an undisturbed soil column. 
Detection of area with higher clay con-
tent and of small stones. 

[Bor05] 16 electrodes on the 
circumference of a 130 
mm column 
Electrodes 5 mm wide 
and 100 mm long.  

≈ 10 mm (pixel side) 
96 m.p.i. 

Validation of the technique.  
Detection of heterogeneities due to 
spatial variations of porosity and of 
composition of the solid phase (cm 
scale). 

[Dam09] 16 electrodes on cir-
cumference of 139 mm 
diameter tube. Elec-
trodes are 7 mm wide 
and 70 mm long.  

≈ 10 mm 
Sensitivity depends on 
position of anomalies 
(decreases if anomaly 

is at the sample centre)

Validation of the technique / diffusion 
from a punctual source. 

[Com10] 3D EIToedometer 
16 electrodes on the 
sample circumference  
13 electrodes on the 
base 
13 electrodes on the 
top 

≈ 5 mm (voxel side) 
788 m.p.i. 

Changes in water content. 
Local changes in porosity during me-
chanical consolidation. 

Romero, Musso & Jommi 143

ALERT Doctoral School 2012



Studies focusing on material fabric have been conducted mostly using electrodes 
placed over planar surfaces with spacing of about 5 mm. Studies focusing on materi-
al heterogeneity and on transport processes have been dome on larger samples, with 
electrodes usually placed on the external circumference of the sample at spacing of 
the order of 20-30 mm. 
 
 
Microresistivity for fabric studies 
 
[Bri98] and [Jac02] showed interesting applications of microresistivity to character-
ise the fabric of seafloor sediments and rock cores. The heterogeneity of samples of 
sediments and carbonate rocks was investigated by joint use of X-radiography and 
microresistivity tomography. In these works resolution of the two techniques was 
different (0.43 mm / pixel for the Xray, 5 mm / pixel for the microresistivity): data 
were transformed to an intermediate scale of 1 mm/pixel to make them comparable 
[Bri98]. X-radiographs underwent nearest-neighbor resampling. Microresistivity 
data were formed into 1mm/ pixel scale by Kriging. 
 
X radiographs were interpreted to provide density maps (Figure 11a) and microresis-
tivity data were interpreted to provide maps of the formation factor (Figure 11b).The 
formation factor F*was evaluated as: 
 

t

wF



*  (16) 

 
where w is the electrical conductivity of the pore water and t is the local electrical 
conductivity of the sample as estimated by microresistivity. 
 
Knowing the specific density allows deriving porosity maps from density maps 
(Figure 11c) and information from the two techniques is finally merged to define a 
map of Archie’s exponent m (Figure 11d). This last step is obtained introducing 
Archie’s law: 
 

mnF *  (17) 
 
Archie’s exponent reflects the effects on the electrical conductivity of the medium 
that cannot be explained simply by porosity. Then m can be related to tortuosity 
[Bri98] or to pore shape and structure [Jac02]. 
 
For instance [Bri98] related zones where m is close to one (layer B in Figure11d) to 
a pelletised volumetric pore structure (see section 2.1) with well-developed connec-
tivity in the direction current flow during electrical measurements. This structure is 
associated to development of biogenic gas after sediment deposition that migrated in 
vertical direction. Higher m values in layer A were related to silt/sand storm lami-
nae. 
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Figure 11: Joint use of X radiographs and microresistivity to characterise fabric and 
heterogeneity of sediment samples [Bri98]. 
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ERT for porosity and mineralogy heterogeneity studies 
 
In most studies related to hydrogeologic and geotechnics applications, ERT meas-
urements had a resolution of around 10 mm. ERT has then been used to evidence 
porosity and mineralogy heterogeneities at higher scales, together with monitoring 
hydro chemical processes [Dam09, Com10]. Figure 12 refers to the experimental 
results of [Com05b] for the detection of clay fraction inclusions within a sand ma-
trix. Areas where a clay fraction is present are evidenced as areas of higher conduc-
tivity. This higher conductivity is explained in terms of contribution of the surface 
conductivity to the electrical conductivity of clays, a contribution not present in 
sand. 
 
Shape and position of the conductive inclusions are correctly evaluated and the ac-
curacy of the geometric pattern is actually governed by the size of the element of the 
FEM mesh. Quantitative evaluation of the local electrical conductivity is not reliable 
in presence of sharp electrical gradients (as shown in Figure 12a and 12b). It can be 
noticed that in the reconstructions the sand portion around the kaolin cylinders 
seems to have a higher electrical conductivity than the remaining sand. This is clear-
ly an artefact, since the sand was prepared homogeneously. Reason for this artefact 
comes mainly from the regularisation term in the inversion algorithm (Equation 13), 
that was chosen so to favour stability of the solution rather than its accuracy. 
 
In practical terms, quantitative estimation can anyway be attempted, provided that 
gradients in the electrical conductivity of the investigated body are relatively mod-
est. Figure 13 shows the interpretation of a test where Ticino sand was prepared at 
two different densities [Bor05]. Sand was compacted at porosity n≈0.43 within the 
cylinder (inclusion) evidenced as a dotted circle in Figure 13a and at porosity n≈0.48 
outside that cylinder. Differences between local values of electrical conductivity 
appreciated in the ERT reconstruction are very small. Average porosities were then 
estimated on basis of reconstructed conductivity, since the electrical conductivity of 
the pore water was independently measured and Archie’s exponent m was imposed 
equal to 1.5. Estimated values were n≈0.42 for the inclusion and n≈0.46 for the rest 
of the sample: such types of results pave the way for the quantitative use of ERT for 
local evaluations during hydro-chemo-mechanical tests. 
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(a)  
 

(b)  
 

(c)  
 
 

Figure 12: ERT maps of soil electrical conductivity of sand samples with inclusions 
of clay [Com05b] (axis units are mm). 
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Figure 13: Cylindrical inclusion of compacted sand within a loose sand sample (a); 
ERT reconstruction (b) [Bor05]. 
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This chapter presents the fundamentals behind selected experimental techniques 
used to control and monitor some coupled multi-physics processes. The starting 
point is the review of the experimental techniques for coupled hydro-mechanical 
testing (liquid and vapour transfer techniques). Then, fundamentals of physical 
processes related to electrical techniques for the characterisation of geomaterials 
and for the induction of coupled electro-chemo-hydraulic processes are provided. 
Complementary aspects concerning the application of these techniques and some of 
their limitations are also discussed. Selected data from tests on a clayey silt in an 
electrokinetic oedometer are finally shown, to provide evidence of some effects of 
the coupled electro-chemo-hydraulic response of soils. 
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1 Introduction 

The extension of geotechnical engineering applications and the research interest in 
multi-physics processes are becoming wider in recent years, mainly within the con-
text of geoenvironmental, energy production, and geosciences areas. Topics such as 
crystal growth in geomechanics, natural risk analyses (fast sliding processes along 
faults and landslide surfaces), biological soil improvement, geothermal energy ex-
ploitation, waste confinement (at surface or at great depths using engineered barriers 
or host geological formations), soil pollution and remediation, carbon dioxide se-
questration in geological formations, oil field subsidence phenomena and assessment 
of seals in hydrocarbon production, to cite but a few of them, are increasingly com-
ing into prominence. These new fields of application require the incorporation of 
relevant and coupled thermo-hydro-chemo-bio-electro-mechanical phenomena, the 
evolution of which must be examined over important periods of time, and the intro-
duction of new constitutive variables for a deeper understanding of the behaviour of 
geomaterials. Progress in these areas requires advanced experimental techniques, 
fundamental developments and numerical modelling, as well as detailed examina-
tion of well documented field cases. Within this context, the present chapter intro-
duces selected experimental techniques to investigate hydro-mechanical and electro-
chemo-hydraulic processes. The fundamental bases are first introduced, followed by 
descriptions on how these techniques are implemented. Complementary aspects 
concerning some of their limitations are also presented. 

2 Hydro-mechanical processes 

2.1 Introduction 

This section focuses on the description of two widely used techniques to transfer and 
control the amount of water inside a porous medium; namely 
 Axis translation technique that predominantly transfers (and controls) liquid 

phase through an interface permeable to dissolved salts, and that is related to  
the control of matric suction (i.e., difference between the gas and liquid phases); 
and 

 Vapour equilibrium technique to transfer vapour through the gas phase, which 
is associated with the control of the relative humidity or total suction. 

2.2 Axis translation technique for controlling liquid transfer 

Axis translation is one of the most commonly used techniques for controlling matric 
suction, together with osmotic technique. The reader interested in osmotic technique 
is referred to [Del08a, Del08b, Tan11 and Bla08]. The pressure plate outflow tech-
nique is an early example of the use of axis translation technique [Ric41, Gar56]. 
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This technique is associated with the matric suction component, in which water po-
tential is controlled by liquid phase transfer through a saturated interface –usually 
saturated high air-entry value (HAEV) ceramic disk or saturated symmetric cellulose 
acetate membrane– that is permeable to dissolved salts. The procedure involves the 
translation of the reference pore air pressure, through an artificial increase of the 
atmospheric pressure ua in which the soil is immersed. The procedure is described 
in Figure 1 for a setup corresponding to an isotropic cell with HAEV ceramic disk at 
the bottom and coarse porous disk at the top. Consequently, the negative pore water 
pressure increases by an equal amount if incompressibility of soil particles and water 
is assumed –i.e., if the curvature of the menisci is not greatly affected–. This transla-
tion of the pore water pressure into the positive range allows its measurement 
[Hil56], and consequently, its control if water pressure is regulated through a satu-
rated interface in contact with the sample. To cover a wide matric suction range, the 
soil should preferably present a lower air-entry value than the corresponding one of 
the ceramic disk. To ensure that the top boundary presents no water flow condition, 
the top coarse porous disk should display a very low air-entry value (this ensures 
that no water is stored when applying matric suction), as indicated in Figure 1. Al-
ternative combinations of porous disks can be used in a single cap; for example by 
surrounding the ceramic disk by a coarse porous ring through which air pressure is 
applied. Axis translation technique has been experimentally evaluated with soils 
having a continuous air phase and a degree of saturation varying between 0.76 and 
0.95 by [Fre77] and by [Tar00] for degrees of saturation between 0.56 and 0.77. 
Further details of the physical fundamentals and implementation of the technique 
can be found in [Del08a, Hoy08, Mar08, Mas08 and Van08].  
 

 

Figure 1: Axis translation application in an isotropic cell with bottom HAEV 
ceramic disk and top coarse porous disk. 

 
Axis translation technique has been criticised concerning the following aspects: a) it 
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is not representative of field conditions, where air pressure is usually under atmos-
pheric conditions (some authors have argued that axis translation alters soil behav-
iour by preventing cavitation; see for instance [Bak09]); b) there are some doubts in 
how the air pressurisation process affects the water pressure when water is held by 
adsorption mechanisms; and, finally c) it is not clear its application at nearly saturat-
ed states in the absence of a continuous gaseous phase. Nevertheless, axis translation 
technique has proved to provide reasonable results and a good continuity between 
vapour equilibrium results at elevated suctions and nearly saturated states. An ex-
ample can be found in Figure 2, in which the overall picture of water retention re-
sults under constant volume conditions of an artificially prepared expansive clay 
(with pellets of Febex bentonite)  were obtained by combining different techniques 
(transistor psychrometers and vapour control technique) jointly with axis translation 
[Hof05]. A recent benchmark aimed at comparing different experimental techniques 
for controlling/measuring suction (axis translation, osmotic technique, high-capacity 
tensiometer and dew-point psychrometer) on a mixture of kaolinite, bentonite and 
sand (reference soil), was presented by [Tar11]. The same techniques were tested by 
different laboratories and similar results were obtained for the water retention curves 
of the reference soil, which gives further confidence on the use of this technique. 
 

 

Figure 2: Water retention curves obtained by combining axis translation with 
other techniques [Hof05].  

 
Main experimental difficulties concerning axis translation application are associated 
with the accumulation of diffused air beneath the HAEV ceramic disk, the control of 
the relative humidity of the air chamber to minimise evaporation or condensation 
effects on the sample, the application of the air pressurisation process at elevated 
degrees of saturation, and the estimation of the equalisation time.  
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In relation to air diffusion problems through the saturated porous network of the 
interface, it can induce the progressive loss of continuity between the pore water and 
the water in the control system. In addition, the accumulation of air can lead to water 
volume change errors in drained tests and pore-water pressure measurement errors 
in undrained tests. Consequently, an auxiliary device is required to flush periodically 
air bubbles accumulated below the HAEV ceramic. The following expression de-
scribes the rate of accumulation of dissolved air beneath the ceramic disk, which is 
based on the gradient of air concentration being the driving mechanism [Fre93, 
Rom99]: 
 

( )

( )
d a w

w atm c

dV n A D h u u

dt u u t





 (1) 

 
where n, A and tc, represent the porosity (usually between 0.32 and 0.38 for com-
mercial ceramics), the cross-sectional area and the disk thickness, respectively. h, is 
the volumetric coefficient of solubility of dissolved air in water (h=0.018 at 22°C), 
and D, the diffusion coefficient through the saturated interface. uatm, represents the 
absolute atmospheric pressure; ua and uw refer to air and water gauge pressures. The 
quantification of air diffusion has been recently carried out by [Rom01a, DeG02, 
Air05 and Pad06]. Lawrence et al. [Law05] presented a pressure pulse technique for 
measuring diffused air volume using pressure/volume controllers. Figure 3a presents 
values of the coefficient of diffusion of air through a saturated ceramic disk with a 
nominal air-entry value of 1.5 MPa as a function of applied matric suction. Typical 
values are in the range between 310-11 and 210-10 m2/s (for suctions < 0.7 MPa), 
lower than the values of diffusion of air in water (around 2.210-9 m2/s at 20C). 
Factors such as tortuosity of the paths and breakdown of Henry's law in a curved air-
water interface can be associated with this reduction [Bar67]. The figure shows how 
this coefficient tends to increase as suction increases over 0.7 MPa and gets closer to 
the air-entry value of the ceramic (the value at which the gas convection transport is 
initiated). Figure 3b shows the pore size density function of a HAEV ceramic (nom-
inal air-entry value 1.5 MPa and porosity 0.324) obtained by mercury intrusion po-
rosimetry, in which a dominant pore size mode of 81 nm is obtained. The water 
retention curve obtained by mercury intrusion porosimetry of the ceramic is shown 
in Figure 3c. An air-entry value between 1.6 and 2 MPa is detected, which is slightly 
larger than the nominal value. Despite this higher value, the important air diffusion 
rates at suctions > 1 MPa indicate that the technique has some practical limitations 
when commercial ceramics are used. As deduced from Equation (1), increasing the 
water pressure is an efficient way to reduce air diffusion rates for a given geometry 
of the interface element and for specified matric suction. The conventional technique 
of the pressure plate apparatus, in which the pressure of water is maintained under 
atmospheric conditions, is the less efficient configuration to control the diffusion of 
air. 
 
Concerning the second phenomenon of vapour transfer between the soil and the 
surrounding air, it can be controlled by maintaining an adequate relative humidity in 
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the air chamber (around 95%). Evaporative fluxes are originated due to the differ-
ence in vapour pressure between the soil surface and the air chamber. Volumetric 
evaporative fluxes can be detected in the water volume change device as a non-stop 
inflow to the soil under steady-state conditions. Condensation of vapour in the inter-
nal walls of the pressure chamber due to temperature variations has also been re-
ported by [Oli06].  
 
  

 

Figure 3: a) Diffusion coefficients for air through saturated ceramic disk 
(nominal air-entry value 1.5 MPa) for different matric suctions [Air05]. b) 
Pore size density function of HAEV ceramic disk (nominal air-entry value 

1.5 MPa). c) Water retention curve of HAEV ceramic disk obtained by mer-
cury intrusion porosimetry (nominal air-entry value 1.5 MPa). 

 
Measured volumetric evaporative fluxes at different porosities are presented in Fig-
ure 4 for compacted clay inside an air chamber at an initial relative humidity 
hr0=0.50. As shown in the scheme, two different water fluxes are involved in the 
process: a) an evaporative flux that dries the clay surface (dependent on soil proper-
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ties –mainly vapour diffusivity– and on boundary conditions –hr of air chamber 
above the evaporating surface–), and b) a liquid flux through the ceramic disk that 
regulates the applied matric suction and depends on soil and ceramic disk water 
permeability. 
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Figure 4: Measured volumetric evaporative fluxes [Rom99]. 

 
A series of 1-D numerical analyses using Code_Bright [Oli96] was carried out by 
[Rom99] to simulate evaporative fluxes and matric suction evolution during a wet-
ting path performed on compacted clay. The analysis took into account liquid phase 
flow by Darcy's law and vapour diffusion according to Fick's law. The clay saturated 
permeability was 8.310-12 m/s, with the following power expression for the liquid 
relative permeability: krl = Se

2.89 (the effective saturation is computed as Se = (Sr-
0.087)/0.913, where Sr is the degree of saturation). Se is computed as a function of 
matric suction: Se = [1+((ua-uw)/P)1/(1-)]-, where  = 0.156 and P = 0.03 MPa. The 
ceramic disk displayed a saturated permeability of 1.310-10 m/s. A tortuosity factor 
of 0.30 was considered, which accounts for complexities in pore geometry affecting 
vapour diffusion in air. Figure 5 shows the time evolution of matric suction during 
the wetting path for three representative points of the 10-mm sample (top in contact 
with coarse porous disk, mid-height and bottom in contact with ceramic disk), start-
ing from an initial value (ua-uw)0=1.9 MPa to (ua-uw)f=0.45 MPa. An initial relative 
humidity of the air chamber hr0=0.50 was assumed in accordance to the relative 
humidity of the laboratory. Two different systems were analysed. In the open sys-
tem, a constant relative humidity of hr=0.50 was prescribed along the wetting stage 
at the top surface of the sample in contact with the air chamber (refer to the scheme 
shown in Figure 4). On the other hand, in the closed system simulation the relative 
humidity progressively increased towards a final value hr= 0.996. According to 
Figure 5, water evaporation will cause an initial drying on the clay upper surface. 
This drying progressively slows down and reverses as liquid water flows into the 
sample. On the contrary, a monotonic suction decrease is detected at the bottom 
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boundary of the sample. As observed in the figure, at the end of the wetting path, 
full matric suction equalisation throughout the sample height is not attained in the 
open system (matric suction at the top of the sample presents a value of 0.50 MPa 
under steady-state conditions). This is why it is important to ensure a high hr in the 
air pressure system or alternatively control the volumetric evaporative flux measured 
under steady-state conditions. A maximum volumetric evaporative flux of 9.410-7 
(mm3/s)/mm2 was computed, when hr=0.5 was imposed in the air chamber. For 
measured volumetric evaporative fluxes lower than this value, no important conse-
quences are expected and a relatively uniform matric suction distribution is expected 
throughout the sample height [Rom99,01a,b] (refer to Figure 4). 
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Figure 5: Numerical results of matric suction evolution at three different elevations 
during a wetting stage from s=1.9 MPa to 0.45 MPa [Rom99]. 

 
The application of air pressure at elevated degrees of saturation can induce irreversi-
ble arrangements in soil skeleton due to pore fluid compression (occluded air bub-
bles). Bocking and Fredlund [Boc80] studied the effect of occluded air during the 
use of axis translation technique. If nearly saturated states are expected to be reached 
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during the hydraulic paths, it is preferable to increase air pressure when the continui-
ty of air is ensured (degrees of saturation < 0.85), and then maintain the continuous 
air phase at constant pressure. This can be observed in Figure 2, in which the drying 
path followed a wetting path that attained very low matric suctions (10 kPa). 
Throughout this hydraulic process, air pressure was maintained constant and suction 
was changed by manipulating water pressure. 
 
One important difficulty when using axis translation technique is the estimation of 
the time required to reach suction equalisation. Water volume measurements are 
usually affected by the relative humidity of the air chamber and the diffusion of air. 
Although these phenomena can be minimised as previously suggested, the estima-
tion of the equalisation time in oedometer and triaxial cells has been conventionally 
determined based on overall soil volume change measurements that are independent-
ly determined. Oliveira and Marinho [Oli06] studied the equilibration time in the 
pressure plate and recommended around three days for increments from 50 kPa to 
100 kPa for gneissic soils. From the analytical solution proposed by [Kun62], which 
considers the ceramic disk impedance and the soil permeability to determine the 
time evolution of the water volume change in a soil with a rigid matrix, it is possible 
to estimate an equalisation time t95 for which 95% of the water outflow or inflow has 
occurred (for simplicity only one term of the Fourier series has been considered): 
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where L is the soil height (longest drainage path); D the capillary diffusivity that is 
assumed constant and is dependent on water permeability, kw, and soil water capaci-
ty, δ δ rs S (s is the matric suction, Sr the degree of saturation, n the porosity, and γw 

the unit weight of water); a the ratio of impedance of the ceramic disk to the imped-
ance of the soil ( )w c da k t Lk  (tc is the ceramic disk thickness and kd its water 

permeability), and 1 the solution of the equation in the indicated range. For low 
disk impedance, a  0 and 1  /2, the minimum equalisation time can be approxi-
mately estimated as: 
 

2

95 1.129
L

t
D

  (3) 

 
For a clayey soil with L = 20 mm, n = 0.48, kw = 510-12 m/s and 
δ δ 2.8MPars S   in the suction range 0.1MPa 0.5MPas  , and disk properties 

tc = 7 mm and kd = 10-10 m/s, then a  0.018, 1  1.543,   D  3.010-9 m2/s and t95 
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 2615 min. It is important to remark that this estimation is based on a constant soil 
volume consideration, which is not exactly the case of a clayey soil. Nevertheless, it 
gives an approximate estimation of the minimum time required to reach suction 
equalisation. 

2.3 Vapour transfer technique 

Vapour equilibrium technique is implemented by controlling the relative humidity hr 
of a closed system. Soil water potential is controlled by means of the migration of 
water molecules through the vapour phase from a reference system of known poten-
tial to the soil pores, until equilibrium is achieved. The thermodynamic relation 
between total suction  of soil moisture and the hr of the reference system is given 
by the psychrometric law [Fre93]. The hr of the reference system can be controlled 
by varying the chemical potential of different types of aqueous solutions [Lid97, 
Del98, Tan05]. Figure 6 shows the relationship between  and the concentration of 
NaCl aqueous solution (molality, m, mol of NaCl / kg of pure water). The upper 
limit is controlled by the salt solubility that restricts hr=0.75 at 20C.  
 

Figure 6: Total suction application with partially saturated NaCl solutions [Hor85, 
Rom99]. 

 
Oedometer cells installed inside a chamber with relative humidity control were used 
by [Est90, Ber97, Vil99, Cui05]. The main drawback of this experimental setup is 
that the time to reach moisture equalisation is extremely long due to the fact that 
vapour transfer depends on diffusion (several weeks are required for each suction 
step in the case of high-density clays as observed in Figure 7). In order to speed up 
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the process, vapour transfer –through the sample or along the boundaries of the 
sample– can be forced by a convection circuit driven by an air pump [Yah99, Bla00, 
Pin02, Llo03, Old04, Due04, Alo05, Due07, Pin09a]. Figure 7 shows the evolution 
of vertical strains (expansive deformations are positive) of compacted bentonite 
subjected to a reduction in suction (from 150 MPa to 4 MPa) under oedometer con-
ditions (vertical net stress of 10 kPa), using both relative humidity controlled cham-
ber (pure diffusion of vapour) and forced flow of humid air on both ends of the sam-
ple. As observed, the forced flow speeds up the process of suction change. 
 

Figure 7: Evolution of volumetric strain (expansion is positive) on compacted ben-
tonite using humid air flow along the boundaries of the sample (forced convection) 

or controlling the air relative humidity inside a closed chamber (pure diffusion) 
[Pin09a]. 

 
The mass rate transfer of vapour by convection (assuming isothermal conditions and 
constant dry air pressure uda) can be expressed in terms of vapour density or mixing 
ratio differences between the reference vessel with aqueous solution (superscript r) 
and the soil (superscript s) [a: Old04, b: Jot07] 
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where Mdry is the soil dry mass, w the gravimetric water content, q the volumetric air 
flow rate, ρv the vapour density in air (water mass per unit volume of air), qda the 
flow rate of dry air mass, and x the mixing ratio (mass of water vapour per unit mass 
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of dry air; x0 represents the saturated mixing ratio). Assuming vapour an ideal gas, 

the vapour density can be expressed as 0 ( )v mw v rM u h RT  , where uv0 is the satu-

rated vapour pressure at absolute temperature T, Mmw is the molecular mass of water, 
R is the gas constant, and hr the relative humidity. Based on the same assumption 
and that dry air is also an ideal gas, the following expression is obtained 

( ) 0.622 /mw v mda da v dax M u M u u u  , in which Mmda is the molecular mass of 

dry air mixture, uda the dry air pressure and uv the vapour pressure. 
 
One of the difficulties in using the vapour equilibrium technique is associated with 
maintaining thermal equilibrium between the reference system (vessel with aqueous 
solution) and the sample. Assuming that the vapour pressure set by the reference 
saline solution is also present in the sample, the following correction is proposed, in 
which hr is the relative humidity and uv0 the saturation vapour pressure at tempera-
ture T: 
 

0

0

( )

( )
v reference

r sample r reference
v sample

u T
h h

u T
  (5) 

 
A way to minimise this thermal effect is achieved by disconnecting the reference 
system that regulates the relative humidity, and allow the equalisation of vapour in 
the remaining circuit and the soil. This way, the mass of water being transferred 
from or to the soil is drastically reduced (there is no contribution in water transfer 
between the vessel and the soil). An equivalent testing procedure was used by 
[Old04] to overcome the long equalisation periods of the conventional vapour equi-
librium technique. 
 
Another problem that comes up when using the forced convection system is associ-
ated with air pressure differences created along the circuit. This fact makes that the 
intended relative humidity applied by the reference vessel cannot be assigned to the 
remaining circuit and the soil [Pin09a,b]. Dueck [Due04] studied the influence of 
air pressure changes in a forced convection circuit of vapour –driven by an air 
pump– and their consequences on the applied relative humidity. Figure 8 shows the 
experimental setup and the evolution of differential air pressures between two 
points of the circuit (upstream and downstream the filter stones that transfer vapour 
to or from the soil). The point upstream the filter is near the reference reservoir 
(‘ref’ in the figure). On the other hand, the point downstream the filter is close to 
the aspiration branch of the air pump (‘p’ in the figure) and is subjected to a pres-
sure drop. After vapour equalisation, the pump is turned on and air forced through 
the circuit. At 67 min the speed of the pump is rapidly increased, and finally re-
duced from 78 min on. The consequences on the evolution of the relative humidity 
at the same two points of the circuit are shown in Figure 9. As observed, down-
stream point ‘p’ near the pump undergoes important relative humidity changes due 
to air pressure drop, while upstream point ‘ref’ is buffered by the reference salt 
solution reservoir. An expression to account for the effects of air pressure variations 
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on the relative humidity can be proposed based on the assumption that the mixing 

ratio 0.622 /v dax u u  set by the reference salt solution is also set in another point 

of the constant mass circuit. The following expressions are obtained between the 
relative humidity reference reservoir hr ref set by the salt solution, and another point 
of the circuit hr p:  
 

da p
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da ref
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u u
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h h
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 (6) 

 
in which hr = uv / uv0 is the relative humidity, and uv0 is the common saturated va-
pour pressure. 
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Figure 8: Experimental setup and time evolution of differential air pressures be-
tween upstream point ‘ref’ and downstream point ‘p’ ([Pin09b], experimental data 

from [Due04]). 
 
Equation (6) is used to simulate the variations of hr at downstream point ‘p’, hr p, 
which are plotted in Figure 9. The absolute pressure at point ‘ref’ is fixed at uda ref = 
101.3 kPa, while absolute pressure changes at point ‘p’, uda p, are estimated from 
Figure 8: uda p = 101.3 kPa-uda. If both upstream and downstream absolute pres-
sures are affected: for example, uda ref = (101.3+uda/2) kPa and 
uda p  = (101.3uda/2), equivalent results are obtained.  As observed in Figure 9, the 
simulated points follow the general trend of the measured variations in hr p, although 
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they display slightly larger values. An equivalent simulation is used to estimate the 
relative humidity at upstream point ‘ref’, hr ref, using hr p data. In this case, the simu-
lated points do not follow the stable tendency of the relative humidity experimental 
data, which are buffered by the proximity of the reference salt solution reservoir. 
Nevertheless, the initial small drop, the next small increase at around 33 min and the 
smooth peak detected at 67 min are captured in their trend.   
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Figure 9. Time evolution of measured and simulated relative humidity at two points 
of the forced convection circuit: upstream point ‘ref’ near the reservoir and down-

stream point ‘p’ close to the pump ([Pin09b, experimental data from [Due04]). 

 
Pintado et al. [Pin09a] performed numerical simulations using Code_Bright [Oli96] 
to study the physical processes that occur when forcing humid air to flow through a 
partially saturated sample. It was observed that forcing humid air reduced the equal-
isation time, but the results from the numerical simulations again highlighted that 
this flow must be carefully applied to avoid reaching, under steady state conditions, 
a different total suction than that intended. Gas advective flux followed a general-
ised Darcy’s law with a relative permeability dependent on the degree of saturation. 
In the numerical analysis, the relationship between the intrinsic permeability for air 
flow under dry conditions kia and for water flow under saturated conditions kiw was 
expressed as 

ia iwk Ak , where A is a material parameter. Due to the uncertainty in 

the value of parameter A, a back-analysis was done to match the axial deformation 
measured on densely compacted Febex bentonite during wetting under oedometer 
conditions (total suction change from 128 MPa to 84 MPa at a constant vertical 
stress of 0.15 MPa; height of the sample 12 mm). The estimated A = 3.85109 was 
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one order of magnitude higher than the mean value measured in complementary air 
and water permeability tests, but still within the range of variation of admissible 
values. As an additional information, the pressure difference between air inlet and 
outlet Pg=4 kPa was measured when vapour was forced to flow through the speci-
men. The transient results (time evolution of vertical strains) of the numerical simu-
lations and the fitted experimental results are presented in Figure 10. As clearly 
observed in the figure, equalisations develop faster at higher pressure differences 
and higher intrinsic air permeability. An important observation is that final vertical 
strains are not the same for the four simulations due to the fact that the suction 
reached at equilibrium is different for all the cases considered. This can be seen in 
Figure 11, which summarises the different total suctions reached under steady state 
conditions at the mid-height node of the specimen for the four different cases indi-
cated in Figure 10. If the air pressure difference between the ends of the sample is 
high, the total suction in the soil under steady state conditions will be different from 
the expected suction applied by pure diffusion transfer (static test in the figure), as 
also measured by [Due04, Mer11]. Figure 12 shows that the vapour inflow into the 
sample decreases with elapsed time because the air permeability becomes lower as 
the degree of saturation increases during the wetting stage. The mass of vapour that 
flows into the sample is larger than the mass of vapour that flows out during the 
transient wetting stage because a percentage of this water is stored in the sample. 
The steady state is reached after two days, which provides evidence of the efficiency 
of this experimental method.  
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Figure 10: Laboratory measurements and model fitting the evolution of axial strain 
(swelling is positive) during a wetting path (128 MPa to 84 MPa) at constant vertical 

net stress (0.15 MPa). Simulations for different A and Pg values [Pin09a]. 
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Figure 11: Total suction reached under steady state conditions at the central node of 
the specimen after the wetting path at constant vertical net stress for the four differ-

ent cases indicated in Figure 10 [Pin09a]. 
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Figure 12: Time evolution of vapour flow during the transient wetting stage. 

Simulation for A=3.85109 and Pg=4 kPa [Pin09a]. 
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2.4 Simulation assisted study of the equalisation period when 
using vapour equilibrium 

To analyse the time required for equilibrating homogeneously a deformable sample 
under oedometer conditions –of major experimental concern when applying a total 
suction step–, simulation aided techniques (Code_Bright [Oli96]) are presented in 
this section to study the progression of total suction at local scale and along a drying 
path (for further details refer to [Mer11]). The usual experimental criterion to define 
the hydraulic equalisation period under oedometer conditions is based on measuring 
axial strains and controlling axial strain rates below a specified value (typically 
below 0.1%/day), due to the experimental difficulty in knowing the precise hydrau-
lic status of the sample during vapour transfer (usually the evolution of vapour trans-
ferred to or from the sample is not measured). The two main challenges of the simu-
lations are the correct computation of the evolution of axial strains of the sample 
during total suction application and to verify if suction stabilises at the elapsed time 
indicated by the mechanistic approach used conventionally in the experimental pro-
cedure (< 0.1%/day). 
 
In the simulation of the results, the flux of water in the gas phase is governed essen-
tially by the non-advective flux, since the gas pressure is maintained under atmos-
pheric conditions. The non-advective component is a function of the diffusion-
dispersion tensor and the gradient of mass fraction of water in the gas phase. The 
water volumetric advective flux is defined by Darcy’s law. This flux is affected by 
the liquid degree of saturation through a relative permeability. The application of the 
relative humidity at the sample boundaries is set by Equation (7), similar to that used 
by [Wil94].  In this equation, evaporation arises from the difference between the 
vapour density at the soil surface ( w

g g  ), and the vapour density in the environ-

ment  0w
g g  . Parameter g is associated with the turbulent exchange function and 

depends on the movement of the air above the evaporating surface. 
 

 0w w w
g g g g g gj         

 (7) 

 
Values of parameter g were obtained by [Pin09a] for conditions prevailing in labor-
atory with relative humidity control (g=210-3 m/s) and for a closed oedometer cell 
with circulating vapour (g=410-4 m/s). In the case of the simulation reported by 
[Mer11], the parameter was obtained by back-analysis leading to a value of 
g=710-4 m/s, which is of the same order of magnitude than the values found exper-
imentally. This factor can be considered as an impedance factor affecting the effi-
ciency of the system to release the water from the soil. 
 
As previously indicated, the drying path develops volumetric changes on the sample. 
Therefore, it is necessary to perform the coupled analysis with a simple constitutive 
model, which takes into account volumetric changes due to total suction or relative 
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humidity changes besides net vertical stress changes. The selected mechanical con-
stitutive model on monotonic drying was the nonlinear state surface model for par-
tially saturated soils proposed by [Llo85], together with the shear modulus or the 
Poisson’s ratio to define the increments of shear strain.  
 
Figure 13 presents suction equalisation curves (compression is negative) for clayey 
samples initially prepared at initial water content wo=34 % and subjected to three 
different target suctions under oedometer conditions (4.75 mm is the sample height 
after vertical stress application: 0.1 MPa). These curves show that the rate of shrink-
age depends on the total suction change applied to both top and bottom evaporating 
surfaces. The sample at s=14 MPa (hr=90%) requires 266 hours to equilibrate, ac-
cording to the mechanistic criterion (axial strain rate: 0.1%/day). Samples subjected 
to total suctions of s=58 MPa (hr=65%) and s=85 MPa (hr=54%), require 192 and 
169 hours, respectively. It is interesting to remark that the sample subjected to the 
lowest total suction change requires more time to stabilise compared to the remain-
ing ones, despite being closer to the initial saturated state. In this case, suction equal-
isation time is controlled by the flux of vapour interaction between the sample and 
the environment, which mainly depends on the vapour density gradient and the ex-
change properties between the evaporating surface and the glass chamber atmos-
phere. Results of the simulated curves compared with the experimental ones are 
plotted in Figure 13. 
 
In Figure 14 the evolutions of total suction at mid-height of the sample for the three 
simulations are presented. The figure indicates that suction takes around 120 hours 
to equilibrate for the simulation at s=85 MPa, 168 hours for the simulation at 
s=58 MPa and 312 hours for the simulation at s=14 MPa. Again and consistent with 
the mechanistic approach, systematically longer times are required for lower total 
suctions values. When comparing these simulated equalisation times with the ones 
based on vertical strain rates, the results indicate that for the lowest suction the ex-
perimental time of 266 hours is lower than that given by the simulation. This fact 
indicates that an additional period of at least 48 hours has to be considered to ensure 
suction equalisation throughout the sample height. On the other hand, for the re-
maining applied suctions, the experimental equalisation time given by the mechanis-
tic criterion gives somewhat higher values compared with the numerical observa-
tions. Based on these simulations, it appears that the equalisation period based on a 
mechanical stabilisation criterion (time required to attain vertical strain rates lower 
than 0.1%/day) is an appropriate way to estimate the suction equalisation period. 
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Figure 13: Experimental and simulated axial strain evolutions (compression is nega-
tive) for clayey samples subjected to drying at three different target total suctions 

[Mer11]. 

 

Figure 14: Simulated total suction evolution at mid-height of the sample and com-
parison with the equalisation time estimated experimentally based on a mechanistic 

criterion [Mer11]. 
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3 Electro-chemo-hydraulic processes 

3.1 Introduction 

In the following, electrical and electrochemical processes in geomaterials will be 
reviewed in light of two possible classes of applications. The first one is electrical 
characterisation, or the determination of the electrical characteristics (electrical con-
ductivity and impedance) of the medium. Electrical characteristics can be related to 
the porosity, fabric and saturation degree of the geomaterial and to the properties of 
the constituent phases, so that the electrical characterisation can contribute to indi-
rect evaluation of porosity, degree of saturation and water salinity. The second class 
of applications is the induction of transport processes, which can be both direct 
(such as electromigration, or transport of ions under an electrical field) and coupled 
(such as electroosmosis, or transport of water within a porous medium under an 
electrical field). Transport processes induced by an electrical field can be used both 
for mechanical purposes (consolidation and slope stabilisation) or environmental 
purposes (remediation of contaminated sites). 

3.2 Electrical conductivity of soils and rocks 

Electrical flux in geomaterials could be both a direct flux or coupled flux (streaming 
current, heat current and diffusion current, see following paragraph and [Mit05]). 
When no hydraulic, thermal and chemical gradients are acting, or for negligible 
coupling coefficients, electrical current density i is proportional to the gradient of 
the electrical potential  as according to Ohm’s law: 
 

ti      (8) 

 
where t 

1 is the electrical conductivity of the soil and  is the electrical potential. 
 
In theory, electrical charges could travel through the solid phase, the water phase 
and at the interface between water and solid phase (surface conduction), while prac-
tically no electrical flux occurs in air or hydrocarbons. Most minerals are insulators 
(although the electrical conductivity of metals can be as high as 105 – 108 S/m) and 
their contribution to the electrical conductivity of the geomaterial is usually neglect-
ed: readers interested in the analysis and interpretation of the electrical behaviour of 
dry rocks can refer to the book of [Par67]. 
 
Several theoretical and empirical relationships have been proposed to model the 
electrical conductivity of geomaterials. These relationships take into account the 

                                                           
1 The usual symbol for electrical conductivity is : Here  is used instead to avoid confusion 
with stress. 
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effects of tortuosity, particle shape, degree of saturation, microstructure and surface 
conductivity in different ways2.  
 
Among the relationships that do not consider surface conductivity, Archie’s law 
[Arc42] is the most widely used. It has been derived for oil reservoir sands, and 
accounts for the effects of porosity and saturation as follows: 
 

m p
t w rn S   (9) 

 
where w is the electrical conductivity of the water phase, n is the porosity, m is an 
exponent that accounts for the tortuosity of the porous medium, Sr is the degree of 
saturation and p is an empirical exponent that also depends on the fabric of the mate-
rial (particularly on its pore size distribution, see e.g. [Sen97]). The formation factor 
F*: 

* mF n  (10) 
 
often used in oil engineering represents the ratio of the resistivity of the saturated 
material to the resistivity of the saturating water.  
 
Archie’s law in saturated conditions has been extended to account for surface con-
ductivity by [Wax68]: 
 

 t w sX     (11) 

 
where X is a constant analogous to (F*) -1 and s is a surface conductivity term. A 
limitation of Waxman and Smits expression (11) is that it assumes that the surface 
conductivity is affected by the geometry of the porous medium in the same way as 
the water conductivity term. This expression should be used with caution also be-
cause surface conductivity is not constant for a given material, but depends on the 
characteristics of the solid phase surface groups, on the pore fluid pH and on its 
concentration (for a detailed discussion see [Del05]). As a matter of fact, surface 
conductivity is an important contribution for clayey soils with a high specific sur-
face: its value is greater the lower the salinity of the pore water. In these particular 
soils, attention must be paid to the fact that chemistry also influences the dimensions 
of pores [e.g. Mus03] and then affects the soil electrical conductivity by altering the 
formation factor. A discussion on aspects related to surface conductivity, including 
simple theoretical models to evaluate surface conductivity starting from the Diffuse 
Double Layer theory, can be found in [Kle03]. 
 

                                                           
2 For a list of theoretical models, the book of [San01] is suggested. 
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3.3 Electrolytic conduction 

In water the electrical current is carried by ions, dragged towards the electrodes of 
opposite polarity. Ionic mobility u is the drift velocity of an ion under an unit elec-
tric field. According to the Nernst-Einstein equation, at infinite dilution the ionic 
mobility is proportional to the diffusion coefficient D: 
 

D F
u

RT


  (12) 

 
where  is stoichiometric coefficient of the ion, F is Faraday’s constant (F = 96485 
C/mol of electrons), R is universal gas constant (8.314 Joule mol-1 K-1) and T is 
absolute temperature. Contribution of ions of a given specie i to the electrical con-
ductivity of a solution is:  
 

i i i i i ic u F c     (13) 

 
where ci is concentration (expressed in mol/m3) and i is molar conductivity (elec-
trical conductivity of a mole) of the specie i (expressed in S m2/mol). The overall 
electrical conductivity of a water solution is then given by the sum of the contribu-
tions of the n species in solution: 
 

1
n

w i i i iF c u    (14) 

 
Equation (14) shows that w is related to the concentration of dissolved species. The 
actual relationship depends on concentration. At high concentrations, ionic mobility 
and molar conductivity decrease, and the linearity between concentration and elec-
trical conductivity is lost. Figure 15 shows experimental results and interpretation of 
measurements of electrical conductivity at increasing concentrations of NaCl elec-
trolyte (see also [Kle03]). 

3.4 Electrolytic cells and electrode reactions 

It is of interest to understand how electrical current is transmitted to a water solu-
tion, since this process involves electrode reactions, electrolysis, that can change the 
chemical composition of the pore water at the points of injection. 
 
An electrolyte, or a ionic conductor, is a substance where ions are the main charge 
carriers. Two electrodes injecting a current and the electrolyte between them consti-
tute an electrolytic cell. The interface between the electrodes and the electrolyte is 
the seat of chemical reactions necessary to exchange electrons between the metallic 
part of the circuit (where electrons are the charge carriers) and the electrolyte (where 
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ions are the charge carriers). A conceptual scheme of transport and reactions pro-
cesses occurring is given in Figure 16. 
 
 

 
Figure 15: Electrical conductivity and molar conductivity of NaCl solutions (modi-

fied from [Mus05]). 
 
 

 

Figure 16: Conceptual scheme of transport and reactions within an electrolytic cell. 
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Electrons are removed from the electrolyte through an oxidation reaction. One or 
more species in the electrolyte serve as electron donor (reductant) and the electrode 
as a receiver of electrons. Oxidation reactions are written as follows: 
 

-
1 1Red   Ox + e  (15) 

 
where Red is the reductant specie, Ox the oxidant and  is the stoichiometric coeffi-
cient of the electrons e- involved in the reaction. The electrode at which oxidation 
occurs is the anode: in an electrolytic cell this is the positive electrode (the one to-
wards which are attracted ions with negative charge, anions). 
 
Electrons travel through the external metallic circuit and re-enter the cell at the op-
posite electrode, the cathode by means of a reduction reaction: 
 

-
2 2 Ox + e Red   (16) 

 
In an electrolytic cell the cathode is the negative electrode: it attracts cations (spe-
cies with positive charge).  
 
Considering that many species are dissolved in the pore water of a soil, one could 
imagine several different possible redox reactions. Actually, only a few of them 
(ideally one oxidation and one reduction reaction) do occur. If the material constitut-
ing the electrodes and the species in solution are known, it is possible to foresee 
which reactions will take place on basis of the electrochemical potential E. This is 
evaluated on basis of the Nernst equation (17), and it is a function of the standard 
potential of the reaction E0, of absolute temperature and of stoichiometric coeffi-
cient: 

0 ln red

ox

aRT
E E

F a
   (17) 

 
where ared and aox are the activities of the reduced and oxidised specie. 
 
Standard potentials can be found in chemistry textbooks [Atk10]. The reference 
reaction is reduction of protons, whose standard potential E0 is conventionally zero: 
 

22 2H e H    (18) 

 
At the anode the reaction with the most negative (or least positive) potential is fa-
voured until the species involved are used up and/or until a high voltage stimulates 
competing reactions. Depending on the material used to build the electrode, MA, the 
oxidation reaction (15) can either be oxidation of water [Loc83]: 
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2 22 ( ) ( ) 4 ( ) 4H O l O g H aq e     (19a) 
 
which has a standard potential E0 = +1.23 V (E = +0.82 V when pH = 7), or oxida-
tion of the electrode: 
 

AAM M e     (19b) 

 
As it can be appreciated in Table 1, the standard electrode potential of the reaction 
(19a) is higher than that of some typical metals that could be used to build the elec-
trodes (Aluminium, Iron or Copper), but is smaller than that of noble metals (Plati-
num or Gold).  
 

Table 1: Selected standard potentials of reduction reactions. 

Reaction Standard 
Electrode 

Potential E0 
(V) 

Reaction Standard Elec-
trode Potential 

E0 (V) 

Al3+ + 3e−  Al(s)  −1.660 2H2O (l) O2(g) + 4H+(aq) + 4e- +1.230 
+0.82 (pH = 7) 

Zn2+ + 2e−  Zn(s)  −0.762 Hg2+ + 2e−  Hg(l) +0.850 

Fe2+ + 2e−  Fe(s)  −0.440 Pt 2++ 2e−  Pt(s) +1.188 

Cu2+ + 2e- Cu(s)  +0.340 Au+ + e−  Au(s) +1.690 

 
Anodes made of Aluminium, Zinc, Iron or Copper in a neutral water environment 
release the metallic cation into the electrolyte (e.g. a Copper electrodes will enrich 
the electrolyte with Cu2+ ions) and corrode (case (b) in Figure 16). Anodes made of 
inert materials (e.g. graphite) or made of noble metals do not corrode, and reaction 
(19a) takes place since potential E is lower than the metal’s one. In this case, water 
next to the anode acidifies and oxygen is released in gaseous form (case (a) in Fig-
ure 16). 
 
At the cathode the reaction with the most positive potential is favoured. Water re-
duction: 
 

2 22 ( ) 2 ( ) 2H O l e H g OH     (20) 
 
often occurs since its electrochemical potential at pH = 7 is E = + 0.41 V, which is 
higher than most potentials of reactions involving metal cations. 
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The mass q of elements altered by electrolytic reactions (e.g. the mass of H+ or OH- 
ions developed when using inert electrodes) can be calculated through Faraday’s 
laws of electrolysis: 
 

Q M
q

F 
   (21) 

 
where Q is cumulate electrical charge passing through the cell (expressed in Cou-
lombs, C) and M is molar mass of the substance. 

3.5 Electrode polarisation and overpotential phenomena 

Compensation of electrical charges at the electrode – electrolyte interface causes 
polarisation, which is the development of an electrical double layer consisting of a 
sheet of positive charge at the surface of the electrode and a sheet of negative charge 
next to it in the solution (or vice versa). The electrical double layer makes the elec-
trical potential of the solution different from the electrical potential of the electrode. 
Theoretical models have been formulated describing the concentration of counteri-
ons in the solution and the associated voltage profile (Helmholtz layer model, Gouy-
Chapman model, Stern model) (see [Mit05]). 
 
The difference between the electrical potential of the electrode and the electrical 
potential of the solution next to it does not only depend on polarisation, but also on 
metal deposition, gas development and on the intensity of the electrical current. 
Altogether, this difference is called overpotential . The exact value of the overpo-
tential is difficult to predict theoretically, although significant deposition / gas de-
velopment is expected to occur only when  > 0.6 V [Atk10]. 

3.6 Electrical conductivity measurements 

The simplest way to determine the electrical conductivity  of a specimen in labora-
tory is by measuring the electrical resistance R in a given geometrical arrangement. 
R is obtained through Ohm’s law: 
 

R I    (22) 
 
where  is electrical potential drop between two points and I is electrical current. 
Once that R is known,  is derived through a shape factor :  
 

1

R




   (23) 
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For instance, if R is the resistance of a parallelepiped under one dimensional flux 
condition, it is: 

1 l

RA



   (24) 

 
where  is the resistivity (inverse of conductivity), l is the distance between the 
points where the electrical potential is measured and A is the section of the sample. 
From Equation (24) it follows that the shape factor in one dimensional flow condi-
tions is  = l/A. 
 
Two different types of experimental setup are used to determine the electrical con-
ductivity of soil and rock samples: the two terminal electrodes and the four terminal 
electrodes systems (Figure 17). In the two terminal electrodes system, the anode and 
the cathode are used both to inject the electrical current I and to measure the electri-
cal potential drop . 
 
 

 

Figure 17: Two electrodes terminal (left) and four electrodes terminal (center and 
right) systems (modified from [Par67]) 

 
Although very simple to build, this system presents the disadvantage that the poten-
tial drop measured between the cathode and the anode necessarily includes the over-
potential , whose value is in principle unknown. Very high are expected when 
inert electrodes are used, since O2 and H2 bubbles produced by electrolysis of water 
accumulate at the electrode – specimen interface, acting as very powerful insulators. 
Overpotential is expected to reduce at increasing frequency of the electrical signal: 
electrical potential drops measured with a two electrodes system at relatively high 
frequencies are in principle related only to the resistance of the soil specimen. 
Measurements performed by a two electrodes system are anyway difficult to inter-
pret, since the frequency above which polarisation effects becomes negligible (limit-
ing frequency) depends on conductivity, permittivity, and length of the specimen 
[Kle97]. On basis of permittivity measurements, Klein and Santamarina [Kle97] 
found that the limiting frequency of sands and kaolinite specimens at different water 
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contents and water salinity ranged between 102 and 104 Hz, although real conduc-
tivity values appeared to be insensitive of frequency above 100 Hz. More critical 
evidences were obtained for bentonite samples, where the limiting frequency in 
terms of permittivity ranged as high as 1 MHz and conductivity values were fre-
quency dependent for f < 1 kHz. 
 
In the four electrodes measurement system, two electrodes (A and B) are devoted to 
inject the electrical current and two other electrodes (M and N) are devoted to meas-
ure the potential drop: this excludes overpotential effects. Anyway, since also these 
electrodes work over a metal – electrolyte interface, they measure an overall electro-
chemical potential difference  and not simply the electrical potential difference, 
. Their readings can then be partially affected by differences in concentration of 
the species in solution. To keep errors to a minimum, it is suggested to use well 
referenced electrodes jointly with solutions whose composition and expected con-
centration is, although broadly, anticipated. For instance, [Mus00] used silver chlo-
ride electrodes (Figure 18) to monitor the local evolution of the electrical conduc-
tivity within clay samples during bench scale electrokinetic tests. The working prin-
ciple is the silver – silver chloride redox reaction: 
 

- -
(s) (s)Ag + Cl AgCl + e  (25) 

 
AgCl salt deposits at the interface between silver and the electrolyte (Figure 18), 
centre): since the only species in solution is the chloride anion, the Nernst equation 
(17) of reaction (25) is: 
 

0 ln
Cl

RT
E E a

F
   (26) 

 
When two silver chloride electrodes are used (M and N) the measured potential 
difference is then: 
 

ln
M

cl
N

cl

aRT

F a
 





 
      

 
 (27) 

 
where aCl-

(M) and aCl-
(N) are activity of the chloride in the proximity of electrode M 

and N. By using silver electrode measurements without corrections (then using  
instead of ), the error made is 0.06 V when aCl-

(M) /aCl-
(N) = 10, and is 0.12 V when 

aCl-
(M) /aCl-

(N) = 100. 
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3.7 Review of laboratory experiments involving electrical 
conductivity measurements 

Most two electrodes terminal systems described in the literature have two cylindrical 
electrodes laying on top and bottom of soil samples. Samples are inserted into cylin-
ders of non-conductive materials. Some of these cells allow a vertical load to be 
applied, so they also work as oedometer cells. Materials used for the electrodes 
include rigid metals (e.g. copper, aluminium, steel), noble metals that do not oxidize 
(platinum, gold) and graphite (when porous, it can also work as a porous stone). 
 
Table 2 presents a schematic review of selected studies taken from the geomechani-
cal literature where two electrodes terminal systems were used.  
 

Table 2: Selected studies with two electrodes terminal systems. 

Study Electrodes/ 
Geometry 

Mechanical Hydraulic / 
Chemical 

Objective / Results 

[Fuk99] Stainless steel mesh 
1D vertical meas. 

Oedometer - Evolution of microstructure with 
load in undisturbed and reconstitut-
ed clay specimens 

[McC05] Stainless steel.  
1D horizontal and 
vertical measure-
ment 

Oedometer - Evaluation of anisotropy  upon 
loading of undisturbed and reconsti-
tuted samples 

[Lee08] Stainless steel.  
Quasi spherical  
(Needle probe) 

Oedometer - Evolution of resistance evolution 
upon loading: evidences of anisot-
ropy and load history effects 

[Fuk01] Stainless steel mesh 
1D vertical meas-
urements 

Oedometer Imposed saturation 
degree / pore water 

salinity 

Preliminary characterisation of soil 
electrical behaviour aimed at using a 
four electrodes electrical CPT for 
the detection of contaminated 
layers. 

[Ble03] Stainless steel.  
1D radial and verti-
cal measurements 

- 1 D diffusion in 
column and oedome-

ter 

Evaluation of the effective diffusion 
parameter of NaCl in kaolin speci-
mens 

[Bez09] Stainless steel.  
1D radial measure-
ments 

- 1 D diffusion in 
column 

Evaluation of the effective diffusion 
parameter of NaCl in kaolin speci-
mens 

[Att08]  Silver Paint. 
1D vertical meas-
urements 

- Evaporation Evidencing differences between 
water retention and electrical con-
ductivity in the unsaturated range 

[Cho04] Quasi spherical 
(Needle probe) 

- - Evaluation of specimen heterogenei-
ty through electrical resistance 
profiles 

[Fes07] Stainless steel. 
Quasi spherical  
(Needle probe) 

- - Evaluation of specimen heterogenei-
ty through electrical resistance 
profiles 

[Mus09] Stainless steel. 
Quasi spherical  
(Needle probe) 

- Evaporation Evaluation  of local saturation 
degree through electrical resistance 
profiles 
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Figure 18: Scheme of a silver chloride electrode for voltage measurements (left), 
detail of the Ag/AgCl interface (centre), picture of two silver chloride electrodes 

(right). 

 
Results of two electrode terminals systems were checked against four electrodes 
terminal systems by [Kle97], suggesting the possibility of explicitly taking into 
account overpotential effects in the circuit analysis of the experimental results. They 
proposed a ‘simple circuit’, introducing an electrode capacitance Ce (Figure 19, left), 
and an ‘enhanced circuit’, introducing an electrode capacitance Ce in parallel with an 
electrode resistance Re and a ionic diffusion term Q (Figure 19 right).  
 
 

 
 

Figure 19: Simple (left) and enhanced (right) circuits for the interpretation of 2 
electrode terminals systems. Modified from [Kle97].  

 
Four electrodes terminal systems have been implemented in different geometries. In 
some studies (e.g. [Abu96a,b]) electrodes A and B are plates at the sample top and 
bottom and electrodes M and N are punctual electrodes (rods) between A and B, so 
that one dimensional electrical flow occurs (as in the centre of Figure 17). In many 
other studies all electrodes are punctual and disposed in different geometries at the 
sample boundaries, as in the right side of Figure 17 (e.g. [Mou67, Kal93]). 
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Table 3: Selected studies with four electrodes terminal systems. 

Study Eletrodes / 
Geometry 

Mechanical Hydraulic / 
Chemical 

Objective / Results 

[Mou67] 6 punctual  platinum 
electrodes / 2 pairs of 
injecting electrodes at 
the base, 1 pair of 
voltage electrodes at 
the top 

Oedometer - Evaluation of transversally isotropic 
parameters for electrical anisotropy. 
1.10 (a) < h / v < 25.5 (b) 
a): packed dry bentonite, v = 55 kPa 
b): bentonite slurry, distilled water,  
v =165 kPa 

[Ana95] 4 punctual circular 
electrodes / 3 on the 
base and 1 on the top 

Oedometer - Evaluation of electrical anisotropy 
during oedometer loading. 

[Kug96] 4 punctual circular 
electrodes / 3 on the 
base and 1 on the top 

Triaxial - Evaluation of electrical anisotropy 
during triaxial shearing of kaolinite 
samples 

[Kal93] 8 punctual electrodes/ 
work in turn 4 at a 
time: 2 external inject 
current, 2 internal 
measure potential 

- Water content 
imposed with 
pressure plate

Evaluation of relationship between 
water content and electrical conduc-
tivity. Estimation of surface conductiv-
ity. 

[Abu96a]  2 copper plates and 2 
copper rods / vertical 
measurements: plates 
inject current, rods 
measure potential 

- water content 
imposed upon 

standard 
proctor com-

paction 

Evaluation of relationship between 
water content and electrical conduc-
tivity of compacted samples. Loose 
agreement between electrical conduc-
tivity and hydraulic permeability  

[Abu96b]  2 copper plates and 2 
copper rods / vertical 
measurements: plates 
inject current, rods 
measure potential 

  Evaluation of bentonite content in sand 
- bentonite mixtures 

 
As it can be appreciated in Tables 2 and 3, electrical measurements have been asso-
ciated to an equal number of hydro-chemical and mechanical studies. In studies 
related to mechanical processes, electrical measurements mostly provided semi 
quantitative information, such as the anisotropy ratio A = h / v used in [Ana95] and 
[Kug96] to provide an insight on microstructure evolution and on its effects during 
loading of clay samples in oedometer and triaxial conditions (where h is the hori-
zontal component and v is the vertical component of the electrical conductivity 
tensor). In other studies, good results were obtained in terms of indirect evaluation 
of transport parameters ([Ble03]). To allow this interpretation, electrical measure-
ments have to be interpreted in terms of evolution of concentration of a species in 
space and time. Transport models are then used to simulate the hydro-chemical 
processes, and transport parameters are sought by means of optimisation through 
back analyses. Several measurements have to be taken: a limitation of most of the 
experimental set ups presented in Tables 2 and 3 is that they consider the volume of 
soil between the measuring electrodes as homogeneous, limiting the possibility of 
studying transport processes. 
 

A way to relax the assumption of homogeneity comes from performing an high 
number of electrical measurements with different electrodes in different parts of the 
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specimen, to be integrated by means of tomography reconstructions (ERT technique, 
discussed in the previous chapter). Another possibility is moving the measuring 
electrodes along the specimen. This has been implemented as an electrical needle 
probe in [Cho04]. The probe is a two terminal electrode system made of two coaxial 
electrodes: the first one (internal) is a rod, the second one (external) is a metallic 
hollow cylinder (Figure 20a). The two electrodes are separated by a dielectric mate-
rial and the electrical signal between them must travel entirely in the soil. The nee-
dle probe can be inserted and moved into the soil sample to gather an electrical pro-
file. To be effective, electrical profiling must be done without locally affecting po-
rosity (e.g. in undrained conditions). 

 

Figure 20: Scheme of the needle probe: arrangement of the electrodes (left), 
simplified electrical circuit with signal generator and needle probe (right) (modified 

from [Cho04]). 

 
A scheme of the electrical circuit of [Cho04] is given in Figure 20b. A known fixed 
resistance Rfix is in series with the probe and the electrical current in the circuit is: 
 

s n

fix

I
R

   
  (28) 

 
where s is the potential drop imposed by the signal generator over the whole cir-
cuit and n. is the potential drop in correspondence of the probe. The electrical 
resistance R of the investigated soil volume is then: 
 

nR
I


  (29) 

 
Calibration requires that the effects of frequency on measurements are taken into 
account. First an operating frequency, higher than the limiting one, is chosen. Then 
resistance measurements are taken at known medium resistivity, a procedure that is 
implemented by measuring R values immersing the probe into different solutions 
having known values of . Experimental (R, ) couples are then fitted to determine 
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the shape factor  of Equation (23): Figure 21a shows a calibration of a needle 
probe taken from [Fes07]. This relationship is then inverted when interpreting exper-
imental data to evaluate the soil electrical conductivity on base of resistance meas-
urements. 
 
Figure 21b, modified from [Fes07], shows an application of electrical profiles pro-
vided by the needle probe, interpreted in terms of porosity. It refers to measurements 
taken along a column after sedimentation of a dry clay material (Beaucaire clay) had 
occurred in water. First the electrical conductivity of the water, w, was measured in 
the supernatant. Local values of soil conductivity t were then estimated based on 
resistance measurements, through the calibration of Figure 21a. The profile of po-
rosity was then obtained inverting Archie’s relationship (9) for the saturated case:  
 

1/ m

t

w

n



 
  
 

 (30) 

 
where it was assumed that m = 1.8. Estimated porosities were consistent with direct 
measurements, based on local mass measurements, proving the potentialities of this 
approach. 
 
 

 
 

Figure 21: Calibration curve of an electrical needle probe (a) and porosity profile of 
a column of a sedimented clay obtained with needle probe measurements (b) 

(modified from [Fes07]). 
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3.8 Coupled effects of electro-hydraulic fields: electroosmosis 

Direct flows discussed in detail in the previous sections are not exhaustive of the 
processes which are promoted in the presence of field gradients. To close this chap-
ter it is worth mentioning, although briefly, electroosmosis (already introduced in 
Section 3), which is the transport of water induced by an electric field. 
 
Electroosmosis is an inherently coupled electro-hydraulic process, promoted by the 
unbalanced surface charge of the solid grains [Spo84]. This coupled flow has been 
described by means of a number of chemo-physically based models at the pore 
scale, which justify the formulation of phenomenological laws adopted in geotech-
nical engineering. 
 
With reference to saturated conditions, the simplest phenomenological formulation 
for coupled hydro-electrical fluxes in saturated soils is given by the linear system 
[Mit05]: 
 

*t

w eo w w

i

j k k h

     
           

  
 (31) 

 
where i is the current density, wj is the volumetric discharge of water per unit area, 
 is the electrical potential gradient, wh  is the hydraulic head gradient. The elec-
trical conductivity, t , and the hydraulic conductivity, wk , account for direct fluxes. 
The out-of-diagonal coefficients respectively quantify mass flow promoted by the 
electric field, through the electroosmotic permeability, eok , and for electric current 
arising as a consequence of mass flow of water, through the coefficient * . The 
latter coefficient, describing the so-called streaming potential can be derived from 
the electroosmotic permeability by means of the Onsager’s reciprocity principle, and 
it will not be further taken into consideration in the following. It is worth noting that, 
for practical applications, which will be briefly discussed in another chapter, the 
streaming potential can be usually disregarded. 
 
Here the attention is focused on the limits of this linear formulation in the light of 
the considerations made in the previous sections on the chemical processes which 
accompany an electric field in the soil. 
 
Relying on the linear formulation given by Equation (31), the electroosmotic perme-
ability could be determined in principle by a very simple experimental setup. A 
cylindrical cell with insulating and water tight lateral walls could be equipped with a 
top and bottom plates acting as a pair of electrodes in contact with the sample and 
allowing for drainage. By imposing the same hydraulic head (and chemical compo-
sition) at the boundaries of the sample and constant electrical potential difference 
between the two plates, a one-dimensional, constant water discharge should be in-
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duced. A constant electrical current density is expected in this one-dimensional 
constant electrical field: 

w eo

t

j k

i

  
  


   (32) 

 
Similar experimental arrangement has been adopted extensively in the past to de-
termine the electroosmotic premeability of soils, sometimes in conjunction with 
uniaxial loading ram to impose vertical stress. In the latter case, the equipment is 
commonly named electroosmotic oedometer. From the electrical point of view, this 
kind of apparatus belongs to the class of the two electrodes terminal systems, sum-
marised in Table 2. An ideal scheme of such an experimental setup is reported in 
Figure 22, where the theoretical distributions of pore water pressure and of the elec-
trical potential are indicated. 
 
 
 

 

Figure 22: Ideal scheme of electroosmotic oedometer [Tam10]. 

 
Selected results from electroosmotic tests performed in a similar equipment are 
presented in Figures 23 and 24. The comprehensive set of experimental data, togeth-
er with a detailed description of the equipment developed, and of the material tested 
are reported in [Gab08a,b] and [Tam10]. 
 
In Figure 23 data of water discharge in time are reported of tests lasting not more of 
20 minutes at constant applied electric gradient. Water outflow is fairly linear in 
time although a slight tendency to decrease can be appreciated, even in this short 
duration tests. If the outflow rate is reported as a function of the applied electrical 
gradient (Figure 24), a linear relationship between voltage and water flow rate can 
be drawn and a representative value of the short-term electroosmotic conductivity 
can be determined. 
 
The data presented in Figure 24 also show the evidence of the energy consumed at 
the electrodes for water oxidation (section 3.4) and the occurrence of an overpoten-
tial  (section 3.5). The outflow rate of water leaving the sample is in fact found to 
grow linearly with the applied potential drop, if an offset of 1.44 V is applied. This 
offset can be associated to overpotential effects: since it consumes a portion of the 
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electrical potential, not all the gross potential applied is available as a source for 
coupled fluxes, and only a part of it being actually imposed on the soil sample. As 
already discussed in section 3.6, the electrical overpotential, may be due to different 
and concurrent causes. 
 

 

 

Figure 23: Water discharge data of short term electroosmotic test on a clayey silt 
[Gab08a]. 

 
 

 

 

Figure 24: Electroosmotic permeability from data of short term electrokinetic 
filtration test on a clayey silt [Gab08a]. 

 
Results of a similar test, but having longer duration, run on a silty clay of compara-
ble chemical composition as the previous clayey silt, are reported in Figure 25. The 
test lasted about 15 days, and it was run by imposing a constant current density 
through the soil, while measuring the voltage at the two extremes of the sample. 
Dramatic decrease of the average electroosmotic permeability may be observed in 
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time in the long duration test, which suggests that different coupled phenomena, 
other than those already described, start to occur in time. Many of these phenomena, 
discussed in detail in a following section, are actually triggered by local variations of 
electrical conductivity, due both to variation in the chemical composition of the pore 
fluid (for example caused by redox reactions, equations (19) and (20)) and by desat-
uration processes. 
 

 
 

Figure 25: Time evolution of the average electroosmotic permeability of a silty clay 
in a controlled current density one-dimensional test [Gab08b]. 

 
A relevant role has been recognised to be played by penetration into the sample of 
the gas front generated at the anode [Tam10, Gab08a, Air09], which cannot escape 
easily from the soil, as it remains entrapped by the water flow towards the cathode. 
Penetration of the gas front partly desaturates the soil, lowering the electrical con-
ductivity (section 3.2), as well as the electroosmotic permeability. 
 
Little experimental information is available in the literature to quantify the influence 
of the water degree of saturation on the electroosmotic permeability. The few data 
collected allow inferring that the electroosmotic permeability of an unsaturated soil 
might follow a law conceptually similar to that proposed by Archie [Arc42], de-
pending on a power of the water degree of saturation: 
 

  sat rel sat
eo w eo eo eo wk S k k k S  

 (33) 

 
Data reported in Figure 26 suggest that the electroosmotic permeability decreases 
with water degree of saturation to a power of about 3, which is intermediate between 
electric conductivity and hydraulic conductivity.  
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Figure 26: Relative electroosmotic permeability as a function of the water degree of 
saturation [Tam10]. 

 
Ions transport, change in pH, chemical reactions in the aqueous phase and with soil 
grain constituents may further complicate the simple initial scheme proposed for 
electroosmotic transport which in reality seldom may be considered a simple and 
linear coupled water – electric charge transport in porous medium (see, for instance, 
[Air09]). The merit of Equation (31) is to provide a linearised reference description 
of this coupled flow around a current equilibrium state. 
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In spite of advancements in the techniques for the study of thermo-hydro-chemo-
mechanical behaviour of geomaterials at the REV scale, the latter might not provide 
an exhaustive picture of transport processes in soil, when non-linear coupling terms 
arise, and when scale effects are expected. To overcome the difficulties associated 
with this issue, physical models, in which relevant coupled fields may be tracked in 
time, can be developed. Most often, theoretical and / or numerical models must 
accompany the interpretation of the physical test, to exploit all the information pro-
vided by measurements. In this chapter a few examples of increasing complexity are 
briefly presented to discuss this viewpoint and to show the potentialities provided by 
physical models aided by theoretical and numerical interpretation in the compre-
hension of coupled behaviour. 
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1 Introduction 

Geomechanics and geo-environmental engineering problems, such as earth construc-
tions, waste confinement at surface or at great depths, soil pollution and remedia-
tion, often involve heat, mass and contaminant transport. These processes cannot be 
fully understood unless a clear picture of coupled thermo-hydro-chemo-mechanical 
behaviour of geomaterials is drawn. Despite advancements in experimental tech-
niques developed to study these processes (refer to the previous chapters), and de-
spite the development of refined control techniques, issues remain regarding the 
effects promoted by the coupling terms and their interpretation. 
 
On the one hand, control conditions may be imposed only on the boundary of the 
specimen at the macroscopic, or phenomenological, scale. Homogeneity of the rele-
vant fields inside the specimen is not guaranteed when transport processes occur. On 
the other hand, control may be applied only to direct fields, but indirect processes, 
arising as a consequence of primary gradients, evolve independently from any exter-
nal control. Non-linearity, which almost always characterise the behaviour of soils 
under any coupled field, further complicate full understanding of the soil response. 
 
As a consequence, detailed experimental information on the local distribution of the 
relevant field quantities usually remains unknown, unless local/tomographic exper-
imental data are provided (see, for instance, the previous chapter on experimental 
techniques for multi-scale description of soil fabric). If not, theoretical back-analysis 
or numerical simulation aided techniques seem to be mandatory to interpret the 
experimental information and better define the soil response to external loading. 
 
In this chapter a few examples, from previous physical models of the authors, are 
presented to contribute to this discussion. Firstly, experimental setup of cells at la-
boratory scale (bench/mock-up scale) equipped with different combinations of 
chemo-thermo-hydro-mechanical controlled conditions at the boundary are present-
ed. The cells were developed and used in the study of a number of multi-physics 
processes in geomaterials, within the context of different investigations: 
  soil-atmosphere interaction for the prediction of local water balance in upper 

unsaturated soils [Car11a, b]; 
  thermal loads effects on saturated geomaterials in the performance of low-

permeability argillaceous formations proposed as potential radioactive waste re-
pository [Muñ09, Lim10, Lim11]; 

 air migration and air pressure breakthrough processes in low permeability argilla-
ceous formations and their role in the onset of air pathways [Rom10, Rom12a,b];  

 electrical resistivity tomography in the study of salt transport, wetting processes 
and water retention properties at the bench scale [Com11, Cos12]. 

 
The examples are accompanied by comments on the use of theoretical back-analysis 
and numerical simulation tools for the understanding of the evolutionary processes 
at the local scale. Theoretical and numerical models are useful to evidence which, 
among several possible coupled / multiscale phenomena, have a significant role on 
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the investigation of concern. Then they provide complementary information on the 
evolution of local variables, due to coupled interaction mechanisms, and also offer a 
possible interpretation tool for checking reliability of experimental results. 
 
In the numerical modelling of all these coupled problems a huge amount of infor-
mation on the material behaviour is usually needed. Given also simple models, a 
large number of material parameters are usually involved, which, in some cases, can 
be evaluated directly from purportedly designed laboratory tests. However, in most 
cases, when coupled processes are involved, back-analysis of laboratory experi-
ments specifically designed to highlight the relevant processes associated with the 
unknown parameters are necessary. Carrying out a back-analysis of the boundary 
value test allows better identification of some model parameters which cannot be 
easily derived from direct experimental information on a homogeneous REV, by 
means of the definition and the minimisation of an objective function, which de-
pends on the differences between measured and computed variables. The suggested 
procedure is not free of drawbacks, it may admit more than one solution, and a cer-
tain degree of judgment must be always put in interpreting the data, as the following 
examples help in showing. 

2 Hydraulic boundary value model column for soil-
atmosphere interaction 

2.1 Introduction 

Water balance resulting from the transport processes taking place in the unsaturated 
zone is a key factor in the hydrological and mechanical processes responsible for 
slope instability and shallow landslides. Infiltration and evaporation affect shallow 
water-table fluctuations, groundwater recharge, and groundwater contamination. 
Spatial and temporal distribution of rain and evaporation are the forcing climatic 
conditions at the boundary of the soil system. Infiltration and evaporation hydrologic 
models, based on climatic forcing conditions only, are most often adopted to predict 
the water balance in the subsoil, while scarce information on the soil water retention 
and transport properties are introduced in these models. This approach has two ob-
vious drawbacks. Firstly the soil properties contribute to determine infiltration and 
evaporation capacity of the soil in a different way as a function of the seasonal con-
ditions. Secondly, these purely hydrologic models can reproduce quite well the wa-
ter content evolution in the upper soil layers, if properly trained on some historical 
data, but they will lose their predictive capabilities, when changes should intervene 
in the climatic conditions or in the soil properties. 
 
To overcome these drawbacks, and provide predictive tools which could account for 
changing scenarios, numerical models can be developed. Accurate description of the 
actual physical processes requires the solution of a non-isothermal problem account-
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ing for two-phase liquid and vapour transport (e.g. [Phi57, Mil84]). When models of 
the latter class are designed, concerns may arise on the best way to translate meteor-
ological data into forcing boundary conditions, on the one hand, and on the experi-
mental verification of the predictive capabilities of these numerical models, on the 
other. 
 
In this section, selected results from a prototype soil column, set up at the Structural 
Engineering Department of the Politecnico di Milano, and left in the environmental 
uncontrolled atmospheric conditions, starting from the end of October 2009, are 
presented. The prototype was designed to obtain direct experimental information on 
soil-atmosphere water exchanges, based on a simple measurement technology, 
which could be easily replicated in situ, when a true scale monitoring programme 
were planned. More details on the equipment and assessment of standard hydrologic 
models are provided by [Car11a, b]. 

2.2 Experimental Setup 

The soil prototype cell (Figure 1) is a 1200 mm high transparent tube, made of acryl-
ic to avoid any electrical interference with capacitive probes, with a 5 mm thick wall 
and an internal diameter of 290 mm. The column is fastened at its bottom into an 
acrylic base plate, by insertion in a 5 mm wide annular hole sealed with a couple of 
o-rings, to avoid evaporation or outflow of liquid water. The base plate internally 
allows for the allocation of a porous stone, eventually connected to an external water 
level regulation device and pressure measurement system. The diameter was chosen 
to ensure that the sensors response was not influenced by the wall of the acrylic 
tube. Previous experimental data had shown that the capacitive probes measure-
ments are affected by the water content in a cylindrical volume of soil of about 
160 mm diameter and 150 mm height, centred on the probe. At the centre of the base 
plate a 25 mm depth circular hole was designed, to ensure correct centred position-
ing of the capacitance probes PVC access tube. 
 
To provide information on soil-atmosphere water exchange, capacitive probes were 
chosen. Suction was not controlled, nor measured, contrarily to what laboratory tests 
at the REV scale may suggest. This choice was dictated by the following reasons: 
(a) water content is the information needed for water balance evaluation, and 
(b) suction measurement in situ can be reliable only in a limited suction range, de-
pending on the suction probes air entry-value, and on their response time. 
 
Basically, the chosen probe provides the resonance frequency of an inductive-
capacitive circuit, in which the soil participates as a resistive and capacitive element, 
depending on its water content. The sensor accuracy is ± 0.06% of the readout soil 
water content. A smaller-scale chamber had been previously designed to provide the 
reference data in water and in air, and to verify the calibration of the sensors inserted 
in a soil representative volume [Ava12]. 
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Figure 1: Schematic layout of the prototype column apparatus [Car11a]. 
 
 
A meteorological station, consisting of a rain gauge, a thermo hygrometer with an 
anti-radiant shield, a combined wind speed-direction sensor and a global radiometer 
was mounted nearby the prototype column, to provide actual meteorological infor-
mation. The rain gauge has a resolution of 0.2 mm, with accuracy of ±0.2 mm/min 
in the range between 0 and 1 mm/min, and of ± 1% in the range 1-10 mm/min. The 
thermo hygrometer has accuracy of ± 0.1 °C for temperature, and of ± 1.5% for 
humidity. The wind sensor has a speed resolution of 0.05 m/s and a resolution of 4° 
for direction, a speed accuracy of 0.1 m/s ± 1% and a direction accuracy of 1% of 
the respective readout values. The global radiometer has an uncertainty of ±10% 
over a day measurement.  
 
The installation depth of the five probes used in the prototype is indicated in Figure 
1, and it was chosen in such a way that sharp gradients expected close to the soil-
atmosphere boundary could be accurately tracked. 
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2.3 Experimental results 

Data refer to a sandy silt, having a liquid limit of wL = 0.33 and a plastic limit of 
wP = 0.20. The soil was mixed with tap water, left to homogenise in a humid cham-
ber for 24 hours, and then compacted as uniformly as possible in layers of 10 cm 
thickness. The as compacted mean void ratio was e0 = 0.55 at an initial degree of 
saturation Sr0 = 0.50. 
 
Meteorological data measured in the first two months, from 20/10/2009 to 
20/12/2009 are reported in Figure 2, while the response of the soil water probes is 
collected in Figure 3. In the figure, the probes data are already processed to give the 
volumetric water content time evolution at the various depths. Soil water content 
was registered any 5 min, while the weather parameters were collected every 20 
min. 
 
The data allow for distinguishing clearly the response of the soil to the forcing me-
teorological conditions, and to highlight the role played by the soil hydraulic proper-
ties and by the previous hydraulic history. The progression of infiltration fronts 
following rainy events may be appreciated by the sudden increase of the water con-
tent, with a time lag increasing from the top to the bottom of the soil column. Equal-
ly, the evaporation rate tends to decrease with depth, and can hardly be appreciated 
below the first 50 cm depth. 
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Figure 2: Meteorological data [Car11a]. 
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Figure 3: Evolution of soil volumetric water content at increasing depths [Car11a]. 
 
 
Immediately after rain stops, in the upper portions of the soil the water content starts 
to decrease at a rate which seems to be independent from the actual temperature or 
relative humidity. The datum suggests that, for this soil, the dominating process just 
after a rainy event is downward infiltration, at least for a short time interval. After-
wards, the water content variation tends to stabilise to a constant decreasing rate, 
which is interpreted as the effect of evaporation towards the upper surface. Only the 
first 50 cm topsoil seem to contribute significantly to the evaporation process, alt-
hough a slight decrease in the water content at a depth of 57.7 cm begins to be ap-
preciated when the actual saturation degree is close to one. 
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To provide deeper insight into the soil water mass balance, three rainy events are 
analysed in more detail. The first one had a cumulated rain of 43.8 mm in about 11 
hours (Figure 4), the second one 36 mm over a 14 hour period (Figure 5) and the last 
one 47.6 mm over 22 hours (Figure 6). In each figure, the probe readings and the 
rainfall event description (intensity and cumulated values) are reported, together 
with diagrams which help in the analysis of water balance. To perform the balance, 
the column was subdivided into five sections, starting from the top soil-atmosphere 
interface (Figure 1). Volumetric water content measured by each probe was assumed 
to be representative of the whole section. The incremental and the cumulative mass 
variations were then calculated starting from the top section and adding progressive-
ly the underlying layers. 
 
The data referring to the first event (Figure 3) clearly show the advancing front start-
ing from the first section and reaching the third section after few hours. Sections 4 
and 5, below the first 30 cm, are not affected directly by the rain event. The amount 
of water which can be stored in the upper layers correspond to the difference be-
tween the water content at the beginning of rain and the water content corresponding 
to saturation. Once saturation is reached, the probe reading remains constant until 
rain stops. Constant readings in the upper soil layers at increasing water content at 
greater depths denote a continuing infiltration process downwards. The cumulative 
mass variations in the first sections show that all the rain infiltrates into the soil, due 
to the initial low water content. 
 
Infiltration following the second rainy event analysed (02/11/09, Figure 4) reaches 
more rapidly the third section and starts to affect also the lower section 4. Nonethe-
less, the amount of water stored into the soil layers is still measured by the water 
content variation in the first three sections. In fact, when the fourth probe reading 
starts to increase (at the beginning of the day after the rain), in the upper layers the 
water content is already decreasing, denoting that a downward redistribution process 
is taking place. The amount of water that infiltrates into the soil is less than that 
available from rainfall, even if the cumulated rain is lower than in the previous event 
and its duration is longer, which is a clear consequence of the role played by the 
initial soil water distribution. 
 
The influence of the initial water content distribution is even more evident with 
reference to the third rainy event (Figure 5), characterised by a cumulate similar to 
the first one analysed, albeit distributed over a longer time period. In this case, the 
infiltration front clearly reaches quickly the last monitored section, as the upper 
layers were close to saturation already at the beginning of the rainfall. Nonetheless, 
only one third of the total amount of water available from rainfall infiltrates into the 
soil, as the peak in the cumulative water mass shows, just at the end of the rainfall. 
In this case, water ponding was clearly evident at the top surface. 
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Figure 4: Data and elaborations for rainfall event on 22/10/2009 [Car11a]. 
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Figure 5: Data and elaborations for rainfall event on 2/11/2009 [Car11a]. 
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Figure 6: Data and elaborations for rainfall event on 29/11-30/12/2009 [Car11a]. 
 
 
The previous three comparisons highlight that in real problems, when coupled 
transport processes occur in the field – which is simulated in the prototype column – 
different aspects concur to determine the soil response, which is not homogeneous at 
all, in spite of possible homogeneity of soil properties. Not only non-linear coupling 
affects the behaviour of the soil at the REV scale, as already discussed in the previ-
ous chapters, but also the local actual state of the soil at the beginning of any event 
largely determine the soil response. Here, water saturation distribution at the begin-
ning of rainfall events clearly emerged as the key factor in the water balance, given 
the soil properties and the forcing boundary conditions. Internal redistribution takes 
place continuously and affects increasing depths as the average water content in-
creases.  
 
In practical applications, not only the boundary conditions cannot be controlled, but 
also the response of the soil is dynamically evolving as a function of the actual 
boundary conditions and of the previous loading history, which cannot be complete-
ly reproduced at the scale of a laboratory test. The prototype soil column apparatus, 
developed for the analysis of soil-atmosphere interaction, allows for tracking water 
balance depending on rain infiltration, evaporation outflow and moisture movements 
inside the soil, but only by careful post processing of the soil water content data. 
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The soil column was instrumented with capacitive probes only, in view of the field 
applications, where the installation of other measuring instruments would be more 
difficult or less significant. Although suction probes would provide a more complete 
picture of the hydraulic state of the soil, their response time is much higher than that 
of water content probes, whenever installed in soils finer than sands. 

3 Thermo-hydraulic boundary value experiments 

3.1 Thermo-hydraulic properties using simple setups. Back-
analysis of parameters 

A simple testing setup was developed by [Pin02a,b] to determine selected thermo-
hydraulic parameters on heavily compacted Febex bentonite under partially saturat-
ed states. Tests were designed to apply a controlled flux of heat at one of the ends of 
a cylindrical specimen (38 mm diameter, 76 mm high) and to maintain the other end 
at constant temperature. A latex membrane allowed soil deformation while keeping 
constant the overall water content. Since coupled phenomena could induce flow of 
water either because of pressure gradients (liquid flow) or because of vapour diffu-
sion, local water contents were expected to change inside the sample. An additional 
external layer (55 mm thick) of heat insulating deformable foam surrounded the 
specimen, to limit lateral loss of heat. To ensure well reproducible boundary condi-
tions and a controlled heat flux at the sample ends, two identical parts of specimen 
were placed symmetrically to the heater, as shown in Figure 7. The heater is a cop-
per cylinder (38 mm diameter, 50 mm high) with five small electrical resistances 
housed inside. In the tests, a constant power of 2.6 W was used, which allowed 
reaching steady state temperatures in the range of 70-80ºC at the hotter end of the 
specimen. At the colder end, a constant temperature of 30ºC was maintained by 
circulating water through the stainless steel head in contact with the soil (Figure 7). 
 

 
 

Figure 7: Photograph of the simple experimental setup (without external thermal 
insulation and upper head) and scheme of the experimental device [Pin02a,b]. 
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During the tests, temperatures at both ends and at three internal points of the speci-
men, located at regular intervals, were monitored. At the end of the tests, the soil 
samples were cut into six small cylinders and the water content of each one deter-
mined. 
 
Three specimens of bentonite statically compacted at a dry density of 1.68 Mg/m3 
and with initial water content of 15.3, 16.9 and 17.1%, respectively, were tested. 
Temperatures measured during the heating period for one of the specimens 
(w=17.1%) are shown in Figure 8. Temperature reached a quasi-steady state regime 
after 10 hours.  
 
 
A back-analysis procedure was used for the identification of some thermal and hy-
draulic parameters [Pin02a]. The fully coupled finite element program Code_Bright 
[Oli96] was used to model the thermo-hydraulic behaviour of the clay. Axisymmet-
ric analyses allowed evaluating the effect of loss of heat at the lateral boundary of 
the sample –around 60% of total heater power–, which highlighted the importance 
of performing 2D analyses of the experiment, instead of more simple 1D simula-
tions. 
 
Temperatures obtained at four different elapsed times and at four points of the sam-
ple, as well as water contents measured at the end of the test, were considered as 
data vector for the inverse problem. Optimisation aimed at reducing the value of an 
objective function, expressing the difference between values predicted by a forward 
model of the test and data vector. For each test, optimisation was achieved by chang-
ing the value of three model parameters. Among these, one corresponded to the 
thermal problem –the thermal conductivity of bentonite under saturated condition, 
sat–; and two corresponded to the hydraulic problem –the tortuosity factor  affect-
ing the diffusion of vapour [Oli94], and the exponent  of the unsaturated relative 

permeability law (kr=Sr

). The remaining model parameters were obtained directly 

from complementary tests [Llo07]. The values of ,  and sat found are summarised 
in Table 1.  
 
 

Table 1: Exponent in relative permeability law obtained for the different tests. 
 

Test Water content 
(%) 

 in 
kr  = Sr

 
Tortuosity fac-
tor for diffu-
sion of vapour 

Saturated thermal 
conductivity sat 

(Wm-1K-1) 
1 15.5 3.06 0.56 1.19 
2 16.9 1.10 0.74 1.31 
3 17.1 1.68 0.90 1.38 
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Figure 8: Evolution of temperature in a prescribed heat flow test [Pin02b]. 
 
The optimisation procedure showed that there were different combinations of pa-
rameters giving equivalent results in terms of the objective function. This was ex-
pected, since in the measured water content it was difficult to distinguish between 
water transported by liquid flow (controlled by ) and by vapour diffusion (con-
trolled by ). Taking into account all the tests together, the following set of parame-
ters and laws was selected: 
 

3 -1 -1; 0.8 ; (Wm K ) 0.47 0.68r r rk S S      (1) 
 
This set of parameters was used to solve the direct problem and simulate all the heat 
flow tests, which are plotted in Figures 9 and 10. The error between measured and 
computed values was of the order of magnitude of the measurement error [Pin02b]. 
As observed in the figures, the inverse method provided a systematic and consistent 
procedure to find the best parameters that reproduced the measurements for the 
selected model. The method also gave further insight into the model by allowing 
capturing the dependence and coupling between parameters [Pin02b]. 
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Figure 9: Measured and computed temperatures in the prescribed heat flow tests, 
using the final selected parameters [Pin02b]. 
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Figure 10: Measured and computed water contents in the prescribed heat flow tests, 

using the final selected parameters [Pin02b]. 
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3.2 Constant volume cell for heating pulse tests. Experimental 
setup, back-analysis of thermal parameters and simulation of 
results 

Thermal impact may play an important role on the behaviour of low-permeability 
saturated clayey formations in connection with the design of a repository for ‘High-
Level Radioactive Waste’. This impact can be studied through back-analysis of 
heating pulse tests.  
 
Figure 11 shows a scheme of a constant volume (isochoric) and axi-symmetric heat-
ing cell [Muñ09, Lim10, Lim11], which is used to study heating pulse tests with 
controlled power supply and controlled hydraulic boundary conditions. Soil sample 
size is 75 mm in diameter and 100 mm high. A controlled-power heater is installed 
along the axis of the sample in the lower part of the cell. Different transducers moni-
tor the sample response, as shown in the figure: two miniature pore water pressure 
transducers (Pw1 and Pw2 in Figure 11), and three thermocouples (T1, T2 and T3). 
The cell is equipped with top and bottom valves to apply controlled hydraulic 
boundary conditions (uu and ub). 
 
Heating tests at (nearly) constant volume and different target temperatures (maxi-
mum 85°C) were performed under controlled hydraulic boundary conditions on 
natural and saturated Boom clay [Lim10, Lim11]. Attention is focused on the time 
evolution of temperature and pore water pressure changes during heating and cool-
ing paths –i.e., pore pressure build-up during quasi-undrained heating and later dis-
sipation to the applied hydraulic boundary conditions–. Throughout the course of the 
heating/cooling paths, the bottom drainage is maintained open at constant water 
backpressure using an automatic pressure / volume controller, while the upper valve 
is kept closed. This backpressure is important since it allows measuring the pore 
pressure drop during the cooling phase without invading the negative range (below 
atmospheric conditions). The initial and external temperatures are regulated by sub-
merging the cell inside a temperature controlled water bath at temperature T4 (Figure 
11). Figure 12a shows the time evolutions of temperature for different locations and 
along a heating and cooling cycle. Figure 12b presents the corresponding time evo-
lutions of pore water pressures. 
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Figure 11: Quasi-isochoric axi-symmetric heating cell and components [Lim10, 
Lim11]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 12: Temperature and pore water pressure evolutions during heating and cool-

ing paths on saturated Boom clay [Lim10, Lim11]. 
 

In the interpretation of the test results, it was assumed that temperatures and heat 
flux were not influenced by water pressure and flow, which means that heat convec-
tion was assumed to be negligible. The driving process for temperature change dur-
ing the test is thus conduction only. This assumption is justified by the condition of 
constant overall volume prevailing in the heating cell that makes the change in po-
rosity and the velocities of the solid phase very small. Moreover, the low permeabil-
ity of the material prevents the existence of high velocities for the liquid phase. The 
flux of heat convected by the solid and liquid phases is, therefore, extremely low. 
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On the contrary, water pressure and flow were assumed to be influenced also by 
temperature: as a consequence, while the thermal problem was decoupled from the 
hydraulic one, the hydraulic problem was coupled to the thermal one.  
 
The test was then interpreted in two separated stages. First, a back-analysis of tem-
perature measurements was carried out by performing uncoupled thermal simula-
tions using the finite element program Code_Bright [Oli96]: only the balance equa-
tion for energy was solved. Heat exchanged by the highly conductive stainless steel 
cell with the controlled water bath was accounted for as a convection-type boundary 
condition of the problem. This heat flux was assumed to be proportional to the dif-
ference between the temperature of the cell and the temperature of the water bath 
(around 19ºC) at each boundary node, through a convection coefficient h. Thermal 
optimisation was then aimed at identifying the values of the saturated thermal con-
ductivity  and the convection coefficient h. Calculations were performed for differ-
ent combinations of and h. For each of them, a measure of the discrepancy be-
tween temperature simulation results and temperature experimental measurements  
was computed for different elapsed times. The three-dimensional plot in Figure 13 
shows the differences between simulation results and experimental observations 
The best agreement was obtained for = 1.6 Wm-1K-1 and h = 24 Wm-2K-1. Figure 
14 (at the bottom) displays the temperature field inside the cell at the maximum 
temperature of the heater (85ºC) and under steady state conditions and using the 
previously back-analysed parameters. 
 
Thermal parameters were then further used to calibrate selected hydraulic parame-
ters by analysing joint thermal and hydraulic results. Figure 15 displays the time 
evolutions of temperature and pore water pressure (experimental and simulated 
results) of Boom clay during heating and cooling paths. The water permeability 
values determined by back-analysis were in agreement with direct measurements 
performed with controlled-gradient tests.  
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Figure 13: Three-dimensional graph showing the differences in temperature between 
observations and calculations in the back-analysis of the heating pulse test. Determi-

nation of thermal conductivity  and convection coefficient h [Lim11]. 
 
 
 

 
Figure 14: (a) Time evolution of temperature: experimental and simulated results. 

(b) Temperature field inside the cell at maximum heater temperature [Lim11]. 
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Figure 15: Heating and cooling paths on Boom clay. Experimental and numerical 

results [Lim11]. 

4 Air tests on low-permeability claystone formations 

Understanding the phenomena and processes associated with release of gases from 
the disposal systems of a geological repository for radioactive waste is one of the 
key issues in the assessment of repository performance [Hor99, Har03, Arn08]. The 
actual gas migration mechanisms may entail standard two-phase flow conditions 
(partially displacing water) or more complex mechanisms involving coupled two-
phase geomechanical phenomena –in all cases, preferential gas pathways will devel-
op taking advantage of the material heterogeneity and anisotropy, rock discontinui-
ties or interfaces–. These gas transport mechanisms are sensitive to the stress state. 
In fact, two-phase flow is affected by porosity changes and pathway transmissivity 
is sensitive to fracture aperture variations (see for instance, [Oli08]). Laboratory 
scale experiments under controlled pneumatic, hydraulic and mechanical boundary 
conditions are important within this context to provide quantitative data for model 
validation (applicability of two-phase flow models) and for parameter estimation 
(calibration of hydraulic and two-phase flow properties). 
 
Figure 16 shows a scheme of the high-pressure triaxial cell jointly with the test set-
up, which was specifically designed to apply isotropic/anisotropic stress states up to 
a maximum of 40 MPa, while injecting air at controlled volume rate [Rom10, 
Rom12a,b]. Axial strain of small-height specimens –confined by several neoprene 
membranes and aluminium foils– is registered by an external LVDT transducer. 
Each cap of the triaxial cell has inlet and outlet lines, prepared for gas and liquid 
connections. The equipment uses four automatic pressure / volume controllers (P/V 
in the figure), two for gas (injection and extraction at downstream point), and two 
for water, which can be used in combination (for example, air injection and water 
pressure at downstream). The gas injection pressure / volume controller has a maxi-
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mum range of 20 MPa (maximum volume 500 mL), and is able to control volume 
rates between 10-4 mL/min and 100 mL/min (volume resolution < 5 mm3). The 2 
MPa P/V controllers for air and water at downstream present a volumetric resolution 
of 1 mm3 (pressure resolution 1 kPa). 
 
Before the air injection tests, saturation of the samples was ensured, and water per-
meability was measured using different hydraulic gradients at different isotropic 
confining stresses. Figure 17 displays a scheme of this type of hydraulic test (test A 
in the figure), in which upstream / downstream volume changes and axial strains are 
recorded. For the air injection test B in the figure, the upstream water line was rapid-
ly drained to inject air pressure at 0.5 MPa and the recovery system maintained with 
water at 0.5 MPa to better ensure sample saturation. The sample was let to equalise 
under an initial pore water pressure of 0.5 MPa and at the target total stress (typical-
ly between 15 and 19 MPa). Fast air injection at controlled volume rates (typically at 
100 mL/min) started from an initial air pressure value of 3 MPa. After reaching 
maximum air pressure (lower than the confining stress), the upstream piston was 
stopped and air pressure was let to decay at constant volume. Fitting the constant 
mass system for different injection periods allowed estimating the initial injection 
volume of air (injection piston and air lines). Pressure deviations from the perfect 
gas law for a constant mass system in the injection point allowed estimating the 
injected mass of air and mass inflow rates into the sample. Information on outflow 
rates was recorded and used to define the breakthrough pressures. 
 

 
 

Figure 16: Scheme of the air injection and water permeability setup with high-
pressure triaxial cell and four pressure/volume controllers (two for air and two for 

water) [Rom12a,b]. 
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Figure 18 shows the time evolution of air injection pressure during a fast controlled 
volume-rate test at 15 MPa isotropic confining stress on a low-porosity claystone 
sample. V0 in the figure represents the initial injection volume of air (injection piston 
and air lines). As observed in the figure, the injection pressure increased up to 
13 MPa, followed by a shut-in and recovery period at constant volume. Outflow 
response was immediately observed after shut-in corresponding to a small drop in 
the injection pressure, followed by a subsequent gradual decline. After the apparent 
air breakthrough process –corresponding to an increase in the outflow pressure–, the 
injection pressure showed a steep decline. The constant downstream pressure condi-
tion of 0.5 MPa was not possible to maintain due to the high outflow volume rates 
detected (the downstream pressure increased until reaching 2 MPa, where a constant 
pressure was again prescribed by the pressure release valve). With regard to the 
axial displacement response (negative axial displacement corresponds to expansion), 
the sample at constant isotropic total stress displayed quasi-reversible features with 
expansion at the early fast air injection stage and progressive compression towards 
approximately the initial volume on air pressure dissipation.  
 
 

 

 
 
 

Figure 17: Type of tests performed during controlled-gradient water permeability 
tests and fast air injection tests followed by recovery period at constant volume 

[Rom12b]. 
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Figure 18: Measured time evolution of pressures at the injection and outflow sides 
together with outflow volume and axial displacement [Rom12a,b]. 

 
To help with the interpretation of the results and for the investigation of the meas-
ured responses in terms of injection and outflow pressures, as well as outflow vol-
umes, numerical models were used implementing the geometry of the sample and 
the corresponding boundary conditions on the injection and outflow sides. For the 
analyses, standard two-phase flow processes were considered in the numerical mod-
el in an attempt to reproduce the observed measurements. The two-phase flow code 
TOUGH2 [Pru99] was used, which takes into account fluid flow in both liquid and 
gas phases occurring under pressure, viscous, and gravity forces according to Dar-
cy’s law. Pressures in the liquid and gaseous phases are related by the capillary 
pressure functions and interference between the phases is represented by relative 
permeability functions.  Standard two-phase flow model parameters were calibrated 
based on the experimental data, as well as by inverse modelling of the air injection / 
outflow responses using ITOUGH2 code [Fin07]. Results of the numerical model-
ling are shown in Figure 19, together with some of the estimated two-flow phase 
parameters (intrinsic permeability K, and parameters p0 –associated with air-entry 
process– and n of the van Genuchten model used for the water retention curve 
[van80]). 
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Figure 19: Simulation (sim) and measured (data) results in terms of injection pres-

sure and outflow pressures [Rom12b]. 
 
As observed in Figure 19, the analysis using standard two-phase flow model provid-
ed insight into the overall air flow mechanisms and showed a good agreement be-
tween the measured pressures at the injection and outflow sides of the sample. How-
ever, no consistent parameter set could be determined, in agreement with the com-
plementary characterisation tests performed on the material, which can be attributed 
to the compressibility of the sample and the resulting non-linear phenomena (chang-
es in porosity along the sample). Changes in porosity associated with changes in 
constitutive stress and corresponding changes in intrinsic permeability have not been 
considered in the present study. Numerical analyses are currently being performed 
[Sen12] that include the coupled changes in porosity and intrinsic permeability un-
der changing stress states, hence accounting for coupling between pore compressi-
bility, porosity, intrinsic permeability and capillary pressure. 

5 Monitoring processes with ERT  

5.1 Introduction 

Although ERT has a lower resolution than other techniques (e.g. X-ray tomography, 
[Ols99]), it can be convenient since it is relatively easy to implement, flexible and 
economic. ERT has been used to monitor: transport of saline tracers [Bin96, Dam09, 
Com11, Pol12], mechanical consolidation [Com10] and unsaturated flow [LaB04, 
Cos12, Bre12], in both two dimensional and three dimensional conditions. 
 
Monitoring is made through of a sequence of maps of electrical conductivity ob-
tained through ERT reconstructions. Transport phenomena can be visualised as a 
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series of ‘electrical pictures’. The effects of material or pore network heterogeneities 
on transport can be appreciated. For instance, by plotting electrical conductivity 
histories at selected points, [Bin96] showed areas of preferential flow on a planar 
section of a flow column. 
 
3D ERT analysis of hydro-chemo-mechanical processes can be done with experi-
mental cells such as the ‘EIToedometer’ described in [Com08], an oedometer cell 
whose sidewall and top and bottom plates are covered with a plastic insulating mate-
rial (Figure 20). Electrodes are both on the sidewall of the cell and on the top and 
bottom plates. Measurement protocol can then include ‘horizontal’ measurements, in 
which the pairs of electrodes that apply electrical current and those that measure 
electrical potential are on the sidewall; ‘vertical’ measurements, in which both types 
of electrodes are on the base and top plates; and ‘mixed’ measurements, in which the 
electrodes that apply electrical current are on the sidewall and the measuring elec-
trodes are on the plates. Other 3 D cells such as those of [Ols99, Koe08] have elec-
trodes only on the sidewalls, but at different heights. 
 

 

Figure 20:  Pictures of the EIToedometer described in [Com08] evidencing the posi-
tion of the electrodes and the drainage system. The cell diameter is D=130 mm 

while the cell height can range from H = 40 mm to H = 60 mm. 

 
Time needed to run a complete set of measurements necessary for a single 3D ERT 
image is highly dependent on the system used (number of electrodes, number of 
measurements, operating frequency). Anyway it is generally short compared to 
characteristic times of most hydro-chemo-mechanical processes studied in the labor-
atory. As an outcome, for monitoring and back-analysis purposes, it is legitimate to 
associate each image with a well defined time instant. 
 
Transient processes can be imaged as local changes of electrical conductivity. Due 
to intrinsic heterogeneity of samples, when the perturbation caused by transient 
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processes is small, appreciating small electrical changes caused by testing can be 
difficult. Visualisation in terms of differential images can be convenient. In differen-
tial images the difference between the electrical conductivity at two given moments 
is plotted, so that the effects of transient processes are emphasised. 
 
Figure 21a refer to the analysis of a consolidation process occurring in the 
EIToedometer [Com10]. The difference between the electrical conductivity immedi-
ately before imposing a load and the electrical conductivity while consolidation is 
ongoing is plotted here. A threshold in the representation (Δ = 0.001 mS/ cm) has 
been set to evidence the zones of the sample where larger electrical conductivity 
changes have taken place. Since chemical composition was maintained constant 
throughout the test, detected conductivity changes are related only to porosity reduc-
tion. Actually, volumes where this phenomenon is more relevant merge towards the 
drainage lines. 
 
Figure 21b is an example of detection of flow patterns [Com11]. It refers to a sample 
where a layer of kaolin (10 mm thick) was placed between two layers of sand (15 
mm thick each). NaCl grains were placed on top of the upper sand layer and wetted 
to induce dissolution and transport through the cell. The electrical conductivity in-
crease, plotted in Figure 21b, can then be interpreted as an increase of NaCl concen-
tration within the pore water. The differential image shows the difference between 
the electrical conductivity 60 minutes after the beginning of the test and the initial 
one. Salt concentration increased in the upper sand layer and also at the interface 
between kaolin and the cell walls. Thus, the image testifies a weak contact between 
the kaolin layer and the cell and a preferential flow path for salt. 
 

 

 
 

Figure 21: (a) 3D ERT differential image of mechanical consolidation. Porosity 
reduction (conductivity loss) close to the drainage lines is evident; (b) 3D ERT dif-
ferential image of salt transport. Zones of increased salt concentration (higher con-

ductivity increase) show migration of salt through a weak contact zone between 
kaolin and cell wall. 
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5.2 Back-analysis of transport processes with ERT  

Use of ERT reconstructions for back analysis of transport processes and parameter 
estimation has been developed firstly for in situ geophysical applications [Mic03, 
Sin05] and then for laboratory experiments [Koe08, Cos12, Pol12]. Several field 
tests showed so called ‘mass balance problems’, i.e. significant differences between 
the total mass of water (or salt) actually present in the monitored domain and the 
mass estimated via ERT reconstruction. For instance while monitoring an infiltration 
test [Bin02] found that the increase in the amount of water estimated by the ERT 
was consistently lower than the real amount, with errors up to 50%. Errors such as 
this have generally been attributed to poor resolution of the electrical measurements 
in areas far from the electrodes and to smoothing, together with the fact that bounda-
ry conditions associated with the hydro-electrical problem are not univocally estab-
lished during field tests [Koe08]. Mass balance problems, that can prejudice success 
of back-analyses, have not been detected in recent laboratory experiences [Koe08, 
Cos12] (Figure 22). 
 

 
 

Figure 22: Mass of water detected through ERT inversion (expressed in terms of 
saturation degree) compared with mass of water actually present in the sample 
[Cos12]. The sample had an initial saturation Sr=0.2 and was then wetted under 

controlled flow conditions. 
 
Both decoupled inversion and coupled inversion strategies have been implemented 
for back analysis. Decoupled inversion requires two different reconstruction stages. 
The first reconstruction refers to the electrical problem: electrode measurements at 
the boundaries are the data vector and reconstruction provides a map of estimated 
local conductivities. These conductivities are converted into water content / water 
concentration. In the second reconstruction the water content / salt concentration 
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maps obtained through the first inversion are used as data vector. The forward model 
is the hydro-chemo-mechanical model of the problem of concern and optimisation is 
obtained by changing its parameters. 
 
Coupled inversion requires a single inversion process. Archie’s law, the mass bal-
ance equation(s) of the hydro-chemo-mechanical problem and the electrical charge 
balance equation are coupled together since the beginning. Data vector is populated 
by the electrode measurements, while minimisation is done directly on the hydro-
chemo-mechanical parameters. Decoupled inversion can suffer from the presence of 
artefacts and smoothing effects of ERT inversion, while coupled inversion can be 
computationally demanding and then strategies can be introduced to reduce the 
complexity of the problem (e.g. [Pol12]). 
 
Decoupled inversion has been used by [Cos12] to estimate the parameters of the 
water retention curve (wetting branch) of sand and silt samples. Samples were 
placed in the EIToedometer (moist tamping) at an initial saturation degree Sr=0.20 
and wetted by imposing a constant water pressure at the bottom end of the sample. 
Fast (type 1) and slow (type 2) wetting tests were run on both materials. In the type 
1 tests, the imposed water pressure was 50 kPa : after about 1 minute of water in-
flow, drains were closed and electrical measurements were performed at a constant 
global water content for 3000 minutes to assess the local redistribution of water 
(homogenisation). In the type 2 tests water pressure at the boundaries was 5 kPa, 
applied for about 40 minutes. Electrical measurements were performed during wet-
ting and homogenisation. 
 
Figure 23 shows the evolution of electrical conductivity over time in a longitudinal 
section of the sand sample, under ‘fast’ wetting conditions. Time t=0 (Figure 23a) 
corresponds to the initial condition, consisting of a homogenous electrical conduc-
tivity field. Water inflow took place after the ERT reconstruction shown in Figure 
23a and was already completed by the time of occurrence of the ERT reconstruc-
tions presented in Figures 23b, c and d. 
 
Changes in shape and tone of darker areas in Figure 23 are associated with move-
ment of water. Since wetting was ‘fast’, in Figure 23b the water content close to the 
drainage system is higher than elsewhere and significant water content differences 
exist over the sample. Water content tends to homogenise progressively in time, 
although it is not yet completely homogeneous when t=3000 min.  
 
Test sequences have been simulated with a commercial Finite Element Method code 
(Comsol) by introducing the mass balance equations for water and air phase,  
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where i and ui are density and pressure of the i-th phase, qi is specific discharge and 
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air and water conductivities were then related to the degree of saturation [Bro64, 
Cor54]: 
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sat is water conductivity in saturated conditions and ka
dry is air conductivity 

in dry conditions. The water retention curve was modelled with the relationship 
[van80]: 
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where  and n are experimental parameters and s=ua–uw is the matric suction. 
 
Decoupled inversion was run to find the values of  (Equation 4) and of the  and n 
(Equation 5) that minimise the scatter between ERT reconstructions and hydro-
mechanical simulations. Figure 24 shows the water retention curves drawn on basis 
of the inversions, compared with reference experimental points obtained on analo-
gous samples tested in a controlled suction oedometer with axis translation tech-
nique (wetting branch). 
 
The agreement with the reference is very good, considering that water retention 
curve based on the inversions are obtained through back-analysis of a flow process, 
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and then are ‘dynamic’ water retention curves (since the water content correspond-
ent to a given suction reflects a dynamic condition).  
 
 

 

Figure 23: Fast wetting test on a sand sample [Cos12]: time evolution of electrical 
conductivity over a longitudinal cross-section: a) t=0, b) t=10 min, c) t=110 min, d) 

t=3000 min (arrows indicate drain positions).  
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Figure 24: Water retention curves obtained through decoupled inversion of wetting 
events monitored by means of 3D ERT: (test A) sand sample; (test B) silt sample. 

‘Experimental data’ have been obtained through axis translation technique in a suc-
tion controlled oedometer. 
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Soils and Waves – A Preview 

J. Carlos Santamarina 
 
Georgia Institute of Technology 
____________________________________________________________________ 

Soils are granular materials. Their characterization faces inherent difficulties relat-
ed to the effect of the “measurement on the measurand”. Low-energy geophysical 
measurements offer unique opportunities for soil characterization and process 
monitoring. In particular, elastic and electromagnetic waves provide complemen-
tary information about the soil mass in the near-surface. Data interpretation re-
quires proper understanding of physical phenomena involved.  

1 Introduction1 

The near-surface is covered with soil in most onshore and offshore locations. Soil 
characterization by sampling and in situ testing techniques (e.g., cone penetration 
and pressuremeters) faces unavoidable perturbation effects. Near-surface site charac-
terization using elastic and electromagnetic perturbations cause no appreciable per-
turbation and yields important sediment information, including the spatial distribu-
tion of materials, small-strain elastic properties and electromagnetic characteristics. 
In turn, geophysical measurements can be associated with soil parameters relevant to 
geotechnical engineering analysis and design. 
 
This chapter presents information about elastic (small-strain) and electromagnetic 
properties of soils and their relations to soil parameters. The goal is to explain phys-
ical links between geophysical measurements and soil properties, emphasize global 
trends, and highlight variables that exert first-order effects. The chapter includes 
simple, yet robust, concepts and relations that can be readily used in designing 
measurement procedures and in data interpretation.  

                                                           
1  This chapter is extracted from (see original source for references): Santamarina, 

J.C., Rinaldi, V., Fratta, D., Klein, K., Wang, Y.H., Cho, G.C., Cascante, G. 
(2005). A Survey of Elastic and Electromagnetic Properties of Near-Surface Soils, 
in Near-Surface Geophysics, Chapter 4, Ed. D. Buttler, SEG, pp. 71-87. 
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2 Soil Properties 

Soils are composed of mineral grains and pore fluid (e.g., air, water, organics). The 
particulate nature of soils determines most soil characteristics. The constituents, 
grain size distribution, and spatial variability of a near-surface soil formation reflect 
its formation history. For example, glacial deposits are heterogeneous and are com-
posed of a wide range of particle sizes. On the other hand, eolian and deltaic for-
mations have narrow grain size distributions. Residual soils form in situ (are not 
transported), are coarser with depth and may exhibit some degree of cementation. 
Some soils present clear records of climatic fluctuations, such as varved clays which 
are composed of successive seasonal thin layers of silt and clay, rendering a soil 
with high anisotropy in its mechanical, conduction and diffusion properties. Diage-
netic effects after deposition can severely alter the properties of granular materials. 
In particular, light cementation can drastically increase the small-strain shear stiff-
ness (increases more than two orders of magnitude are possible), even when changes 
in strength remain relatively small.  
 
Particle size is a critical soil parameter: the smaller the particle size, the higher the 
surface area of the grain relative to its volume, and the more important surface-
related forces (electrical, capillary and drag) become relative to self-weight and 
skeletal forces. For near-surface conditions, surface-related forces gain relevance in 
sub-millimetric sized particles, and a clear transition in behavior occurs between 10 
m and 100 m size particles. 
 
The particle shape in coarse silts and sands tends to be rotund, i.e., the short, inter-
mediate and long axes are approximately the same length. However, micro and sub-
micron size particles become increasingly more platy or rod-like.  
 
The range in packing density and porosity of a soil is intimately related to the grain 
size distribution of the soil (e.g., well-graded materials render higher maximum 
densities) and the particle shape (e.g., platy particles produce a wider range of densi-
ties). For example, the porosity in mono-size spherical particles can range between 
n=0.476, corresponding to cubic packing, and n=0.260 for a face centered cubic 
packing. On the other hand, the porosity of kaolinite can range from n=0.91 at the 
slurry-to-sediment transition (i.e., suspended to interacting particles), to n~0.02 in 
shales (hence, density and porosity in clays are affected by stress history). Typical 
values for near-surface soil conditions, phase diagrams and relations among gravi-
metric and volumetric parameters are summarized in Table 1. 
 
Three distinct mechanisms contribute to anisotropy in soils. First, inherent deposi-
tional fabric anisotropy results from the sedimentation of non-spherical grains (geo-
metrical eccentricity as low as 1.1:1 is sufficient to cause significant elastic anisot-
ropy). Second, stress anisotropy alters inter-particle forces and contacts, and produc-
es global fabric anisotropy. Third, soil layering, as in the case of varved clays. The 
first two components alone can render shear stiffness anisotropy in excess of 1.7:1. 
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Table 1: Phase Relations, Porosity and Threshold Strain 
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The mechanical response of the granular skeleton is intimately related to the strain 
level. The transition between small and medium strains is the "elastic threshold 
strain". When shear strains are smaller than the elastic threshold strain, the behavior 
of the soil is considered quasi-elastic, the skeletal stiffness is maximum, and the 
energy loss is minimum. The elastic threshold strain increases as the confining stress 
acting on the skeleton increases, decreases with increasing stiffness of the mineral 
that makes the particles, and increases with increasing specific surface of the soil 
(Table 1). Geophysical studies involve small-strain phenomena. 
 
The small-strain stiffness of the granular skeleton is determined by the flatness of 
interparticle contacts. Flatter contacts result from elastic, viscous and/or plastic de-
formation of contacts in relation to interparticle forces (skeletal as well as capillary), 
and the precipitation of cementing species (including solution/precipitation of the 
grain mineral itself). Angular and rough particles lead to lower small-strain skeletal 
stiffness. 
 
The most common pore fluids in near-surface soils are air and water. Organic fluids 
may be present as well, and are most often considered contaminants. The distinct 
properties of these fluids play a critical role in the application of elastic and electro-
magnetic waves for the characterization of near-surface formations: 
 
 Air: low mass and high compressibility (yet, both effects combine to render a 

high sound velocity, VP=343 m/s, which is higher than the velocity of elastic 
waves in most near-surface soils), dielectric permittivity similar to free space, 
and very limited electrical conductivity. 

 Water: high bulk stiffness; composed of polar water molecules, thus, it hydrates 
salts forming electrolytes, and hydrates ions adsorbed on mineral surfaces ren-
dering double layers; high interfacial tension with either air or immiscible organ-
ic fluids. 

 Organic fluids (contaminants): high bulk stiffness, mostly non-polar. 
 De-aired liquids are characterized by a high bulk stiffness, which exceeds the 

bulk stiffness of the granular skeleton for near-surface soils. The presence of air 
causes a drastic drop in the bulk stiffness of fluids and creates mixed-fluid condi-
tions.  

 
In the presence of fluids, the total boundary stress  applied to a soil mass is shared 
by the granular skeleton and the fluid. The portion carried by the skeleton is the 
effective stress '. For near-surface soils, the bulk stiffness of the skeleton Bsk is 
much smaller than the bulk stiffness of the mineral that makes the grains Bg; in this 
case, the effective stress '=-u is equal to the total stress  minus the pore fluid 
pressure u. The effective stress determines shear strength ult (e.g., Coulomb's failure 
criterion: ult='tan where  is the friction angle of the soil), stiffness (e.g., Hertzian 
behavior), and dilatancy (i.e., the volume change upon shear may be either positive 
or negative).  
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The presence of two non-miscible fluids adds interfacial tension and capillary forces 
between particles. This is typically the case between air and water, or water and 
organic fluids. One or both fluids may percolate; the one that percolates controls the 
global electrical conductivity. Saturation conditions often vary in the near-surface. 
Typically, the formation is water-saturated below the water table; above the water 
table, the degree of saturation Sw decreases towards the free surface. The effect of 
capillary forces on soil behavior increases as particle size decreases, and should be 
taken into consideration in clayey or silty soils. 
 
Given the dipolar nature of water molecules and their thermal vibration, water effec-
tively dissolves excess salts present in the soil, hydrates ions adsorbed on mineral 
surfaces, and may dissolve the mineral itself depending on pH and the type and 
concentration of hydrated ions. The immediate consequences of these phenomena 
include: 
 
 The pore water in any soil is an aqueous electrolyte, that is, it consists of free 

water molecules and hydrated cations and anions that can move relative to each 
other. 

 Hydrated counter-ions around mineral surfaces gain mobility, yet they remain in 
the vicinity of the particle surface due to Coulombian attraction (i.e., to satisfy 
electroneutrality), forming a diffuse layer. 

 The resulting counter-ion cloud interacts with the cloud around neighboring 
particles leading to the development of interparticle electrical forces. These forc-
es can affect the mechanical behavior of near-surface clayey soils. 

3. Wave Phenomena and Soils 

Near-surface soil characterization using elastic and electromagnetic waves involves 
long-wavelength conditions, whereby the wavelength is much longer than the parti-
cle size. The two types of waves experience similar wave phenomena, including 
time delay, attenuation, dispersion, reflection, refraction, diffraction, and interfer-
ence. A list of salient wave phenomena and differences between elastic and electro-
magnetic waves are presented in Table 2.  
 
The propagation velocity and attenuation of mechanical and electromagnetic pertur-
bations in soils depend on distinct soil properties. Elastic wave propagation is af-
fected by soil parameters that determine mass density , and the complex bulk stiff-
ness B and shear stiffness G. On the other hand, the propagation of electromagnetic 
waves is affected by soil properties that determine polarizability, electrical conduc-
tivity, and magnetizability. These interrelations are explored in the following sec-
tions. 
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Table 2: Wave Phenomena in the Near Surface  

Medium 
Phenomena 
(both waves) 

Special Manifestations in Elas-
tic or Electromagnetic Waves 

Interfaces and 
boundaries 

Reflection 
Refraction 
Dispersion 

Mec Mode conversion 
 Rayleigh, Love, Stonley 

waves 
EM  Polarization-dependent 

reflection 
 Brewster's angles of total 

transmision 

Anisotropy Bi-refringence 
Mec S-wave splitting 
 Quasi-propagation 
EM Bi-refringence 

Gradual variation in 
depth (velocity 
gradient) 

Ray bending Mec R-wave dispersion 

Inclusions - anomalies 
(e.g.,  vs. size) 

Diffraction 
Scattering  
Low-pass filtering 

 

Material spatial scales 
(e.g.,  vs. layer 
thickness) 

Low-pass filtering 
Multiple layer 
reflections 

 

Material time scales 
(e.g.,  vs. relaxation 
time) 

Attenuation  
Dispersion 
Resonance 

 

Multi-phase 
Attenuation  
Dispersion 

Mec Relaxation  
 Biot Slow P-wave 
EM  Multiple relaxations 

Non-linear behavior 
(i.e., excitation exceeds 
linear threshold) 

High loss 
Mec Shock-waves 
EM Heating, sparks 

Inherent coupling 
between electrical, 
mechanical, chemical 
and thermal energies 

Dynamic energy 
coupling 
 

Mec  Seismo-electric   
EM  Electro-seismic   

Note: Elastic ("Mec") or Electromagnetic ("EM") waves. 
 
 
Such a multiplicity of possible wave phenomena hints at the complexity of wave-
based studies. More importantly, it also highlights the potential for gaining detailed 
information about the medium by explicitly targeting these phenomena. In general, 
properly designed test procedures and adequate signal processing are required. 
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4  Salient Observations 

The previous discussion introduced the multiple microscale phenomena that coexist 
in soils and the ensuing macroscale properties. The principal observations in view of 
elastic and electromagnetic properties follow:  
 
 A sediment is a granular skeleton made of interacting mineral particles.  
 The soil mass is not inert and its properties are not constant. 
 The granular skeleton is inherently porous and pervious.  
 The pore volume is filled with the fluid phase, which can be air, water, organic 

contaminants, or mixtures thereof.  
 The mechanical response (stiffness, shear strength, volume change) of the granu-

lar skeleton that makes the soil is determined by the effective stress. 
 When particles are small, the specific surface is high and surface related forces 

gain relevance relative to interparticle forces transmitted through the granular 
skeleton.  

 In particular, electrical and capillary forces should be considered when particles 
are smaller than ~10 m. In this case, changes in the state of stress, degree of 
saturation and/or fluid chemistry cause changes in the soil response.  
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_____________________________________________________________________________________ 

Elastic Wave Propagation in Soils 

J. Carlos Santamarina 
 
Georgia Institute of Technology 
____________________________________________________________________ 

Soils are granular materials. The propagation of low-energy mechanical perturba-
tions provides information about the elastic properties of the soil and can be used to 
characterize on-going processes. There are several propagation modes. Velocity is 
determined by stiffness and mass density. P-waves can be effectively used to verify 
saturation, and if the soil is saturated, the P-wave velocity can be used to estimate 
porosity. The S-wave velocity (and the P-wave velocity if the soil is unsaturated, 
Sw<99%) reflects the stiffness of the skeleton, which depends on the state of stress, 
cementation, capillary forces, and soil mass density. Attenuation results from inter-
nal loss mechanisms. 

1 Elastic Wave Propagation1 

Near-surface characterization using elastic waves is conducted at frequencies that 
vary between a few Hz to the kHz. In this frequency range, the wavelength in soils 
ranges between tens of centimeters to tens of meters, therefore, the wavelength is 
much greater than the grain size, and the perturbation propagates through the soil 
mass as in a continuum. 
 
The propagation of elastic waves in geophysical studies involves strain levels that 
are lower than the threshold strain of the soil (Exception: sources of mechanical 
waves tend to cause large local amplitude, and emitted waves experience high atten-
uation in the near field of the source). Then, relevant equations for velocity, attenua-
tion and dispersion in soils can be obtained by presuming visco-elastic wave propa-
gation conditions. These concepts and relations are summarized next. 

                                                           
1  This chapter is extracted from (references listed in this manuscript): 
 Santamarina, J.C., Rinaldi, V., Fratta, D., Klein, K., Wang, Y.H., Cho, G.C., Cas-

cante, G. (2005). A Survey of Elastic and Electromagnetic Properties of Near-
Surface Soils, in Near-Surface Geophysics, Chapter 4, Ed. D. Buttler, SEG, pp. 
71-87. 
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2  Wave velocity 

There are three important propagation modes in the near-surface: longitudinal P-
waves, transverse S-waves, and retrograde elliptical Rayleigh R-waves. The propa-
gation velocity in each mode and the controlling soil variables are discussed next. 
 
P-waves and S-waves. The shear modulus of the soil Gsoil only depends on the skele-
ton shear stiffness, Gsoil=Gsk, and it is not affected by the bulk stiffness of the pore 
fluid. For this reason, S-waves are preferred for the characterization of near-surface 
deposits when the soil mass is saturated. The shear wave velocity VS is 
 

 
soil

soil
S ρ

G
=V  (2) 

 
where soil is the mass density of the soil. The shear modulus of soils is determined 
by the state of stress, the degree of cementation, and by processes that alter interpar-
ticle contacts such as capillary forces and electrical forces. Shear wave velocity 
values can be lower than 1 m/s for soils near the suspension-to-skeleton transition, 
and can reach 300 m/s to 400 m/s at depths of about 40 m. Cementation, even when 
light, can drastically increase the shear wave velocity, reaching and exceeding 700 
m/s. High suction in unsaturated fine grained soils can have a similar effect. Table 1 
presents additional guidelines for the estimation of shear wave velocity. 
 
The propagation velocity of longitudinal P-waves is proportional to the constraint 
modulus M and the mass density  of the soil mass 
 

 
soil

soil3
4

soil

soil

soil
P ρ

G+B
=

ρ

M
=V  (3) 

 
where Bsoil is the bulk modulus and Gsoil is the shear modulus of the soil. The bulk 
stiffness of the minerals that make the grains Bg is much greater than the bulk stiff-
ness of the granular skeleton Bsk (in this case, Biot-Gassman relations can be simpli-
fied; in fact, the Biot relaxation in soils is small for most practical purposes). Fur-
thermore, the bulk stiffness of de-aired fluids Bfl= Bw is also greater than the bulk 
stiffness of the skeleton. However, even minute quantities of air in the fluid phase 
drastically reduce the bulk modulus of the fluid mixture. Expressions for the bulk 
modulus of the soil Bsoil as a function of the bulk modulus of fluid Bfl and the parti-
cles Bg, the degree of water saturation Sw, and the porosity n of the soil are presented 
in Table 1. 
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Table 1: Wave Velocity in Soils 

Shear wave velocity VS (Saturated or dry soils) 

 
 
 
 
 
 
 
        'mean mean effective stress 

             on polarization plane 
  

Unsaturated soils - Capillary effects on VS 

The finer the soil and the lower the 
water content, the higher the suc-
tion. At Sw=100%  suction=0 
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Fluid Mixture  Bfl ൌ ൬
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൅
1 െ Sw
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൰
െ1

 ( ) wwawfl ρS+ρS-1=ρ  

Suspension 
(fluid + particles) Bsus ൌ ቆ

n
Bfl

൅
1 െ n
Bg

ቇ
െ1

 ( ) flgsus ρn+ρn-1=ρ  

Soil  * 
(fluid + skeleton) Bsoil ൌ Bsus ൅ Bsk ( ) flgsussoil ρn+ρn-1=ρ=ρ  

Typical values in m/s (top 40 m)  

VP in water 1482   
VP in air 343   
VP in saturated soils 1450-1900 VS in saturated soils <50-400 
VP in unsaturated soils <100-800 VS in unsat.  clayey soils <100-500 
VP in lightly cemented 400-1000 VS in lightly cemented 250-700 
Note: (*) Assumes Bsk/Bg  0 and low frequency limit 
 
 
Rayleigh waves. The free soil-air or sediment-water boundary promotes the for-
mation of surface R-waves. The Rayleigh wave velocity VR is related to the S-wave 
and P-wave velocities, and can be estimated as (modified from Achenbach, 1975), 
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SR V

ν+1

ν117.1+874.0
≈V

 (4) 
 
where  is Poisson's ratio. For unsaturated soils, VR0.9VS. R-waves permit charac-
terizing the near-surface without drilling boreholes. The depth probed by the pertur-
bation is proportional to the wavelength zprobed   = VR/f. R-wave propagation is 
non-dispersive in homogeneous materials. However, when the medium is heteroge-
neous, all layers within the probed depth zprobed affect the propagation velocity at a 
given frequency. Therefore, the velocity is not constant with frequency, and the 
measured velocity-frequency dispersion curve can be inverted to infer the variation 
of the medium with depth; the technique is known as Spectral Analysis of Surface 
Waves or SASW. 
 
Poisson's ratio. The small-strain value of Poisson's ratio  can be estimated from VP 
and VS velocities,  
 

 

1
V
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
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
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

  (5) 

 
The Poisson's ratio for saturated soft soils (Sr=100%) approaches 0.5. The small-
strain Poisson's ratio for unsaturated soils (Sr<99%) is lower than <~0.15. 

3  Material attenuation 

The amplitude of propagating waves decreases with distance. This is due to geomet-
ric spreading of the wave front, partial transmission at interfaces, and material loss-
es. In the absence of geometric spreading, the amplitudes A1 and A2 of a plane wave 
at two locations l apart in a quasi-homogeneous medium, are related by the materi-
al attenuation coefficient  [m-1],  A2/A1=exp(-l). The attenuation coefficient  
for elastic waves in soils can be related to other measures of energy loss, including 
the quality factor Q and the damping ratio D, 
 

 
D2=

fπ

αV
=

Q

1

 (6) 
 
In terms of the damping ratio D, soils are highly under-damped materials 
(D<<100%). The small-strain damping ratio for oven-dry sands captures thermo-
elastic effects and can be smaller than D<0.2% (Q>250). In moist and saturated 
soils, energy losses are governed by viscous effects, and the damping ratio can reach 
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values of D=2% to 5% (Q=25 to 10). The damping ratio D=1/(2Q) is constant in dry 
soils and it increases linearly with frequency in wet soils. Additional values and 
trends are summarized in Table 2. 
 
 

Table 2: Elastic Wave Attenuation in Soils 

Physical processes 

Dry - small strain:  thermo-elastic relaxation 
Moist/wet - small strain:  viscous loss prevails 
Large strain: frictional loss 

Surface waves 

     
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3
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b
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Q
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Q

Q
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


 





 

          

           where a=(VR/VS)2, b=(VR/VP)2 

Typical damping values at small strain  

Gravelly Soils D = 0.008 – 0.018 0' = 100 - 400 kPa   < 10-5 CT 
Sand  Air-dry D = 0.002 – 0.01 0' = 20 - 1800 kPa   < 10-5 RC 
   Saturated D = 0.003 – 0.021 0' = 28 - 1800 kPa   = 10-5 CT&RC 
Clayey soils  D = 0.01 – 0.052 0' = 15 - 500 kPa   < 10-4 CT&RC 
Residual soils D = 0.009 – 0.054 0' = 25 - 35 kPa   < 10-5 RC 
Peat (wg  200%) D  0.025 0' = 66 - 135 kPa   10-5 CT 
Notes:   is the strain, 0' is the effective confinement, wg is the gravimetric water 

content, and PI is the plasticity index. RC: resonant column test (typical 
frequency range 50 Hz to 250 Hz). CT: cyclic triaxial test (typical fre-
quency range <1 Hz). 

 
 
The "skin depth" Sd is the distance the wave travels before its amplitude decays by 
1/e. Therefore, the skin depth for a plane wave is 1/. It follows from Equation 6 
that the skin depth Sd is 
 

 Dπ2

1
λ=

π

Q
λ=

α

1
=Sd

 (7) 
 
Therefore, for the range of damping in soils, typically between D~0.1% (i.e., 
Q~500) and D<5%  (i.e., Q>10), the skin depth for elastic waves is many times the 
wavelength. This is an important advantage for the characterization of near-surface 
soils. 
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4 Attenuation-dispersion 

Nearly-constant and constant damping models predict an increase in velocity of 
about 1.5D for a ten-fold increase in frequency (e.g., Kjartansson, 1979). For exam-
ple, given a soil with damping ratio D=1%, the velocity increase for a log-cycle in 
frequency is about 1.5%. 
 
In the case of visco-elastic losses, the maximum attenuation takes place at the relax-
ation frequency, and it is related to the normalized change in velocity across the 
relaxation, 2Dmax=V/Vo. For example, if the velocity changes 6% across the relax-
ation, the maximum damping will be about Dmax=3%. Most of the change in velocity 
takes place within one log cycle before and after the relaxation frequency. (Note: 
high frequency excitation at kHz-frequencies are still much lower than Biot's critical 
frequency for most soils, which is estimated in the kHz for coarse clean sands and in 
the MHz for clays). 

5 Example 

The application of equations and trends introduced in this chapter is illustrated with 
the example summarized in Table 3. 

6 Main observations 

Equations, data and trends in this section and in Tables 1 and 2 support the follow-
ing main observations about elastic wave propagation in near-surface soils: 
 If the soil is saturated with de-aired water (Sr=100%), the P-wave velocity of the 

soil varies between ~1450 m/s and about ~1900 m/s (depending on porosity n), 
Poisson's ratio approaches 0.5, and the shear wave velocity is determined by 
the shear stiffness of the soil skeleton (and the mass density of the soil). 

 If the soil is unsaturated (Sr<99.0%), the bulk stiffness of the fluid is very low, 
the bulk and shear moduli of the soil mass are those of the soil skeleton, Pois-
son's ratio is low <0.15, and the P-wave velocity is about 1.4 to 1.6 times higher 
than the shear wave velocity.  

 The velocity of S-waves for any degree of saturation and the velocity of P-waves 
in unsaturated soils (Sr<99%) are determined by: (1) cementation - even light 
cementation can increase velocity by several times; (2) state of effective stress in 
uncemented soils; (3) capillary forces in silty or clayey soils (depends on particle 
size and degree of saturation); and (4) other effects such as those that control 
mass density or that may alter interparticle electrical forces. 

 The wave velocity is approximately constant for frequencies below a ~kHz. 
Velocity varies a few percentage per log cycle of frequency. 

 The dispersion of surface waves captures the variability of the soil profile. 
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 Attenuation is low. Damping ratio values are between D~0.1% (i.e., Q~500) and 
D<5%  (i.e., Q>10). The skin depth is many times greater than the wavelength.  

 
Table 3: Elastic Wave Parameter Estimation 

Consider a saturated (Sr = 1.0) sandy soil with porosity n = 0.35. The assumed spe-
cific gravity and bulk stiffness of the mineral that makes the grains are SG= 2.65 and 
Bg = 3.51012 N/m2. The water table is at a depth zw = 2 m. Estimate elastic wave 
propagation conditions at a depth of z = 10 m for a high resolution near surface 
study conducted at a frequency f ~ 800 Hz. 
 
Preliminary computations 
 e = n/(1-n) = 0.54    
 g = SGw = 2650 kg/m3 
 soil = (1-n)g = 1722 kg/m3  above water table (assumed dry) 
 soil = (1-n)g + n(Srw) = 2072 kg/m3 below water table (assumed saturated) 
 
State of stress ' at z = 10 m (g = 9.81 m/s2 is the acceleration of gravity)  
 v = zsoilg = 2 (1722 kg/m3)g + 8 (2072 kg/m3)g = 196.4 kPa 
 u = zwg = 8 (1000 kg/m3)g = 78.5 kPa 
 'v = v - u = 196.4 kPa – 78.5 kPa = 117.9 kPa 
 Ratio of effective stresses at rest Ko 0.5 (estimated) 
 ’h = Ko’v = 0.5117.9 kPa = 59 kPa 
 ’mean = (’v+’h)/2 = (117.9 kPa + 59 kPa)/2 = 88.4 kPa
 
S-wave velocity at z = 10 m (for SHV, i.e., polarized on the vertical plane) 
  = 0.22 and  = 80 m/s (for loose to dense sand) 
 VS = ('mean/1 kPa) = 80 m/s (88.4 kPa/1 kPa)0.22 = 214.5 m/s 
 
P-wave velocity at z=10 m 
 Gsoil = VS

2soil = (228.5 m/s)22072 kg/m3 = 1.1105 kPa 
 Bsk=(2/3)Gsoil(1+)/(1-2)= 8.7104 kPa 
 Bsus = [n/Bw + (1-n)/Bg]

-1 = 5.41106 kPa 
 Bsoil = Bsus

 +Bsk = 5.5106 kPa  
 VP = [(Bsoil  + 4/3Gsoil)/soil]

0.5 = 1648 m/s 
 Velocity within range listed in Table 1 
 
Damping: Expect damping D~0.01-0.02 (with some increase with frequency) 
 
Wavelength and skin depth (considering D~0.02 for both P and S-waves) 
 S-wave wavelength:  = VS/f = 214.5 m/s / 800 Hz = 0.27 m 
  skin depth: Sd = /(2D) = 0.27 m / (20.02) = 2.13 m 
 P-wave wavelength:  = VP/f = 1648 m/s / 800 Hz = 2.06 m 
  skin depth: Sd = /(2D) = 1080 m / (20.02) = 16.39 m  
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_____________________________________________________________________________________ 

Electromagnetic Wave Propagation in Soils 

J. Carlos Santamarina 
 
Georgia Institute of Technology 
____________________________________________________________________ 

Soils are granular materials. The propagation of low-energy electromagnetic  per-
turbations provides information about the electromagnetic properties of the soil, i.e., 
electrical conductivity, permittivity and magnetic permeability. These parameter 
reflect: volumetric water content (permittivity at high frequencies), the mobility and 
availability of ions (electrical conductivity), and the presence of ferromagnetic im-
purities (magnetic permeability). Attenuation combines magnetization, polarization 
and Ohmic losses 

1 Electromagnetic Parameters1 

The electromagnetic properties of geomaterials include the magnetic permeability  
(the ability of the medium to respond to a magnetic field), the dielectric permittivity 
 (the ability of the soil to become polarized in response to an electric field), and the 
conductivity  (the availability and mobility of charges). Both relative permittivity 
and relative permeability are complex quantities * and * 
 

 "j'*   (1) 

 "j'*   (2) 
 

The imaginary components " and " capture magnetization and polarization losses, 
respectively. These components are in phase with the conductivity, rendering an 
effective conductivity that increases with frequency. 
 

                                                           
1  This chapter is extracted from (find all references in this manuscript): 
 Santamarina, J.C., Rinaldi, V., Fratta, D., Klein, K., Wang, Y.H., Cho, G.C., Cas-

cante, G. (2005). A Survey of Elastic and Electromagnetic Properties of Near-
Surface Soils, in Near-Surface Geophysics, Chapter 4, Ed. D. Buttler, SEG, pp. 
71-87. 
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 ( ) 'μωε"κ+σ+ωε"μ'κ=σ ooeff  (3) 

 
A propagating electromagnetic wave travels through the soil with phase velocity Vph 
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where co = 2.99x108 m/s is the speed of light in free space. The attenuation coeffi-
cient  is 
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Most soils in the near-surface are non-ferromagnetic ('=1 and "=0). In this case, 
the previous equations become, 
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and 
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While elastic wave propagation in soils always involves low-loss conditions, this 
may not be the case for electromagnetic waves. In many cases, the effective conduc-
tivity of the soil is high and the skin depth Sd=1/ is smaller than the wavelength. 
When the effective conductivity is small eff/(o')<<1, the skin depth is many 
times the wavelength and the phase velocity becomes Vph=co/'.  
 

These equations show that velocity and attenuation vary with frequency for a given 
set of material properties. Furthermore, the electromagnetic properties of soils are 
frequency-dependent themselves. The following discussion of electromagnetic prop-
erties provides a physical explanation in the case of soils, and guidelines for their 
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estimation and interpretation. The discussion is centered on frequency ranges that 
are compatible with the operating frequencies of the most common geophysical 
techniques for near-surface characterization as listed next. 

 
Device Operating Frequency Main electromag-

netic parameter 
TDR ~ 1 GHz ' 
GPR 10 MHz to 1 GHz ' 
EM Induction 0.5 kHz to 20 kHz  
Resistivity < 60 Hz  

 

2  Magnetic permeability 

Water and most soil-forming minerals are non-ferromagnetic (i.e., the real relative 
magnetic permeability is about '1). When ferromagnetic impurities are present, 
the magnetic permeability of the soil mass is proportional to the volume fraction of 
impurities. Such mixtures may present relaxation spectra in the kHz range. Typical 
values of magnetic permeability and an expression for the mixture of clay and a low 
volume fraction of iron-filings are presented in Table 1.  
 
 

Table 1:  Magnetic Permeability 

Magnetization 

Magnetization mechanisms in ferromagnetic materials: no magnetic field H=0; 
rotation of spins within domains H>0; and translation of domain walls H>0. 

Single materials 

water, quartz, kaolinite ~0.9999 (diamagnetic) 
montmorillonite, illite, granite, hematite 1.00002-1.0005 (paramagnetic) 
nickel, iron > 300 (ferromagnetic) 

Predictive relations  

Wagner's model for spherical particles Feθ3+1='μ     for Fe<0.2 

Kaolinite with iron filings (at 10 kHz) 2
FeFe θ7+θ4+1='μ  for Fe<0.3 

Note: Fe is the volume fraction of ferromagnetic inclusions 
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3  Dielectric permittivity 

Soils are electrically neutral overall; however, negative charges (electrons and ani-
ons) and positive charges (protons and cations) can be displaced by applying an 
electric field. When charges are displaced from their equilibrium position, the medi-
um becomes polarized. The permittivity of a material increases from high frequen-
cies to low frequencies, gradually accumulating polarizations as the frequency de-
creases and larger scales become involved. The following observations and trends 
apply to geomaterials at MHz frequencies: 

 The permittivity of most soil-forming minerals ranges between 3 and 10. The 
permittivity of free water below f<10 GHz is about 80. 

 Given the high porosity of near-surface soils, the measured permittivity in soils 
at f >200 MHz is dominated by the orientation polarization of free water (water 
beyond the adsorbed water layer around particles of thickness tads  2-3 mono-
layers). In this frequency range, the permittivity is controlled by the volumetric 
water content. Hence, if the soil is saturated, the porosity can be determined.  

 The displacement of hydrated ions in the pore fluid and in double layers is re-
stricted by interfaces (e.g., the particles themselves); this adds interfacial polar-
ization at low MHz frequencies. Therefore, the permittivity at frequencies low-
er than ~100 MHz depends not only on volumetric water content, but also on 
the ionic concentration of the pore fluid, the specific surface of the soil, and the 
interparticle arrangement. 

 The prevalence of Ohmic losses at frequencies lower than ~10 MHz causes 
high attenuation in wave propagation and the skin depth is shorter than the 
wavelength. 

Table 2 provides typical values and convenient trends for soils. 

4 Electrical conductivity 

The electrical conductivity of most soil-forming minerals as well as the conductivity 
of de-ionized water are very low ( < 10-4 S/m). However, the mixture of water and 
soils can exhibit high electrical conductivity. There are two participating phenome-
na: 

 Water hydrates excess salts and the pore fluid becomes an electrolyte, that is, a 
mixture of free water molecules, hydrated cations and hydrated anions. 

 Water also hydrates counter-ions adsorbed onto dry particles, thereby forming 
a counter-ion cloud around the particle. 

 

Therefore, the electrical conductivity in soils is ionic in nature and includes contri-
butions from (1) the pore fluid electrolyte (but reduced by the porosity, saturation 
and tortuosity); and (2) the conduction along the particle surfaces, which is propor-
tional to the specific surface of the soil. The contribution of surface conduction to 
the global conduction gains relevance in clays filled with a low-conductivity electro-
lyte. Trends and characteristic values are presented in Table 3.  
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Table 2: Permittivity (Relevant frequency range 1 MHz-1 GHz) 

Polarization 
 
Note: Permittivity 
increases as fre-
quency decreases 
     

 
 
 
 
 
 
 
 
 
 

Permittivity of single-phase soil components (radio frequencies) 
 water 78.5  
 methanol  32.6 
 most organic fluids 2 to 6 

 quartz 4.2 - 5 
 calcite 7.7 - 8.5 
 most minerals 6 - 10 

Permittivity of wet soils  (w=Srn) Frequency Author 
2
ww θ7.18-θ6.87+40.1='κ  50 MHz Wensink 

3
w

2
ww θ7.76-θ146+θ3.9+03.3='κ  MHz to GHz Topp et al.  

2
ww θ16+θ4.41+3.3='κ  

2
ww θ0.16+θ8.23+14.3='κ   

~ 1GHz 

Wensink  

Wang 

2
www θ1600+θ3928.44+9.3θ40='κ  

Selig and Mansukha-
ni 

( )2
wθ9.7+n6.16.2='κ  Based on CRI mix-

ture model 

Trend for 
soils  

(f~1 GHz)  
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Table 3: Electrical Conductivity  

Availability and mobility of hydrated ions  
Note: The effective conductivity increases as frequency increases 

 
Conductivity of single-phase soil components ( in S/m) 

 de-ionized water    10-6 organic fluids     ~10-11 
 fresh water     10-3 most soil-forming minerals  10-15-10-7 
 sea water       4 (Note: some minerals are conductive) 

Medium Value - Trend Comments 

water + salt = 
electrolyte 

TDS15.0el   
el in mS/m; TDS: total 
dissolved salts in mg/L 
(Annan, 1992) 

wet soils 

( ) sgelsoil SρΘn-1+σn=σ  
 is surface conduction.  
Needs correction for 
tortuosity and saturation   

mc
relsoil nSa  

a1 m~1-2.4    c~4-5  
(Archie, 1942) 

Trend for soils   
 
( in S/m) 
 

 

 
 

Notes:  The surface conduction for kaolinite is about   10-9 Siemens. Tortuos-
ity may reduce the electrical conductivity in clays more than in sands. 
Hence, the conductivity of marine clays may be lower than the conductiv-
ity of marine sands, at the same void ratio.  

 

Hydrated ion mobility Double layer surface conduction

EE

10‐6 10‐3 100
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100
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eln
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water
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water

Controlled by  (1‐n)gSs
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5 Example 
 
The application of equations and trends introduced in this chapter is illustrated with 
the example summarized in Table 4. 

 

Table 4: Electromagnetic Wave Parameter Estimation. 

Consider the same formation as in the example presented for elastic wave properties 
(sandy soil, saturated Sr=1.0, porosity n=0.35). The saturating fluid is fresh water 
and the total dissolved salts is TDS=8 mg/l. Estimate the electromagnetic wave 
parameters relevant for site characterization with GPR operating with 100 MHz 
antennae. 

 
Relative magnetic permeability   

It is assumed that there are no ferromagnetic impurities present  
’ = 1.0 ” = 0.0 

 
Relative permittivity   

w = nSr = 0.35 
’ = 15 (between 10-to-20)” <</o      (assumed) 

 
Effective electrical conductivity   

el = 0.15 TDS = 1.210-3 S/m 
soil   0.310-4 S/m  (estimated with both expressions in the table for n = 0.35) 
eff =  + ”o = 0.310-4 S/m 

 
Wave velocity Vph and wavelength λ 

Vph = 7.75107 m/s 
 = Vph/f = 0.775 m 

  
Attenuation α  and skin depth Sd  

 = 0.077 m-1 
Sd =1/ = 13.0 m  

 

6 Main observations 

Three material properties that affect the propagation of electromagnetic waves in 
soils: magnetic permeability, permittivity, and electrical conductivity. The infor-
mation presented in this section and in Tables 1, 2, and 3 permit extracting the fol-
lowing main conclusions: 
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 The magnetic permeability increases as the amount of ferromagnetic impurities 

increases. Most near-surface soils are non-ferromagnetic.  
 The permittivity at frequencies above f>200 MHz is proportional to volumetric 

water content, and can be used to determine porosity in saturated soils.  
 The higher the permittivity, the lower the wave phase velocity. 
 The conductivity reflects the availability of hydrated ions. High surface area 

soils (i.e., clayey soils) and excess salts increase the conductivity of the soil. 
 High conductivity reduces the skin depth, which can become shorter than the 

wavelength. 
 The wave velocity is approximately constant in all soils for frequencies below a 

few kHz. Velocity variations are on the order of a few percentage per log cycle 
of frequency. 

 The dispersion of surface waves captures the variability of the soil profile. 
 Attenuation is low, rendering damping ratio values between D~0.1% (i.e., 

Q~500) and D<5%  (i.e., Q>10). The skin depth is many times greater than the 
wavelength.  
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_____________________________________________________________________________________ 

Thermal Properties of Soils 

J. Carlos Santamarina 
 
Georgia Institute of Technology 
____________________________________________________________________ 

Soils are granular materials. Thermal conduction in soils takes place through con-
tacts. The quality of contacts for thermal conduction depends on effective stress and 
the presence of liquids at interparticle contacts. At the macroscale, the thermal 
conductivity of sediments is determined by volumetric fractions, the properties of the 
phases, the spatial arrangement of grains and their connectivity. Bounds and the 
selection of predictive models must recognize the role of contacts on thermal con-
ductivity in sediments. 

1 Introduction1 

More than 98% of the earth’s volume is at a temperature higher than 1000oC, and 
the temperature of the earth core may exceed 5000oC. This great geothermal dynamo 
has determined the geological history of the earth. Heat flux in oceans and climate 
change are macro-scale manifestations of geothermal phenomena.  
 
Several geotechnical engineering problems involve the thermal properties of geo-
materials; examples include thermal stabilization, foundation effects in permafrost 
regions, thermo-piles, geomechanics of geothermal energy resource recovery, ther-
mal storage, radioactive waste disposal, pavement performance in extreme climates, 
and the formation-destabilization of methane hydrates in sub-seafloor sediments.  

  

                                                           
1  This chapter is extracted from (references listed in these sources): 

 Cortes, D.D., Martin, A.I., Yun, T.S., Francisca, F.M., Santamarina, J.C. and 
Ruppel, C. (2009), Thermal Conductivity of Hydrate-Bearing Sediments, J. 
Geophysical Research. vol. 114. DOI 10.1029/2008JB006235. 

 Yun, T.S. and Santamarina, J.C. (2008). Fundamental Study of Thermal Con-
duction in Dry Soils, Granular Matter, vol. 10, no. 3, pp. 197-207. DOI 
10.1007/s10035-007-0051-5 

 

Santamarina 261

ALERT Doctoral School 2012



2 Heat Transfer in Granular Media 

Heat transfer takes place through convection, radiation, and conduction. In granular 
media, the relative contribution of convective heat transport gains relevance in 
coarse grained soils characterized by a mean grain size greater than 6 mm. On the 
other hand, radiative heat transport occurs through photon emissions and electro-
magnetic wave propagation and is only significant at temperatures above ~500°C. 
Therefore, heat transport in fine sands and clays at low temperatures is conductive, 
and the thermal conductivity is the key parameter governing heat transfer.  
 
The thermal conductivities of sediment components vary across several orders of 
magnitude: mineral grains (order of 10Wm-1K-1), water (order of 1Wm-1K-1), and air 
(order of 0.01Wm-1K-1). Such a contrast in thermal conductivities leads to preferen-
tial particle-level heat transport processes in granular materials (Figure 1): Conduc-
tion in the solid particle, Solid-to-solid conduction through the contact area, Solid-
fluid-solid conduction (this conduction path is especially relevant in partially satu-
rated soils with pendular water), Conduction through the fluid within the porous 
network, convection (relevant when D50  6mm), radiation at interparticle contacts: 
heat propagation takes place by radiation across the gap between contacting parti-
cles. and radiation from the particle surface into the surrounding medium (the pene-
tration depth is inversely proportional to the material density (e.g., cm in water; 
meters in air).  
 

 

Figure 1: Thermal conduction paths in sediments. 

 
Heat flux through contacts plays a preponderant role on the effective thermal con-
ductivity in dry soils. The contact area Ac is a non-linear function of the contact 
normal force N (e.g., Hertzian contact).  This explains the role of effective stress on 
thermal conductivity in granular materials at constant packing. Furthermore, exper-
imental results suggest that contact level conduction increases not only by loading 

1: particle conduction 

2: contact conduction 

3: particle-fluid-particle conduction 

4: particle-particle radiation 

5: particle-fluid conduction 

6: pore fluid conduction 

7: pore fluid convection 

8: radiation 
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but any other mechanism that enhances the effective contact area, including flatten-
ing of surface roughness, cementation, creep/diagenesis and pendular water. 

3. Data - Bounds 

Dry Soils. Data in Figure 2 show the increase in thermal conductivity with decreas-
ing porosity in dry soils. These trends reflect the increase in interparticle coordina-
tion and possible improvements in conduction efficiency. Particle shape affects 
thermal conductivity through the packing density: particle irregularity leads to in-
creased porosity, and lower interparticle coordination. In turn, lower porosity corre-
lates with higher thermal conductivity. Therefore, a correlation between porosity in 
dry soils and thermal conductivity already captures the effect of particle shape on 
coordination number. Note, however, that particle irregularity makes the stiffness of 
the granular skeleton more sensitive to the state of the stress due to enhancement in 
contact quality. A similar trend is anticipated for thermal conduction. 
 

 

Figure 2. Changes in thermal conductivity with porosity. Maximum and minimum 
porosities shown for reference in each case. The thermal conductivity increases 

linearly with decreasing porosity in all cases.  

 
Wet Soils. Data for water saturated specimens are shown in Figure 3. Thermal con-
ductivity values are much higher than for air dry conditions, highlighting the role of 
water in heat transport across contacts. The saturated sand shows no measurable 
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sensitivity of thermal conductivity to changing effective stress. Saturated kaolinite 
exhibits an increase in thermal conductivity (λ= 2.1Wm-1K-1 to 2.8Wm-1K-1) for 
increasing effective stress (σ’= 50kPa to 1000kPa) as a consequence of changes in 
porosity (n= 0.67 to 0.51).  
 

 
Figure 3. Dry vs. water saturated sand and clay. Changes in thermal conductivity 

with effective stress. 
 
Theoretical bounds are summarized in Table 1. Analytical predictions of thermal 
conductivity are based on the mixture geometry, the properties of each phase and the 
volumetric fractions.  
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Table 1. Theoretical thermal conductivity mixture models - Bounds 

Series  kୣ୤୤ ൌ ൭෍
θ୧
k୧୧

൱

ିଵ

 

Parallel  kୣ୤୤ ൌ ෍θ୧k୧
୧

 

Geometric Mean kୣ୤୤ ൌෑk୧
஘౟

୧

 

Hashin & Shtrikman 
Bounds 

kୣ୤୤ ൌ kଵ ቈ1 ൅
3θଶሺkଶ െ kଵሻ

3kଵ ൅ θଵሺkଶ െ kଵሻ
቉ 

lower bound: 
 1=solid, 2=pore 
 upper bound: 
 1=pore, 2=solid 

4  Main Observations 

There are several heat transport processes in granular materials. The quality of in-
terparticle contacts and coordination number govern thermal conduction in dry soils. 
The presence of liquids or cementing agents at contacts, and larger contact areas 
(due to either loading, creep, or diagenesis) enhance thermal conduction.  
 General: The particle-level analysis of heat transfer explains the ordered se-

quence of thermal conductivity values: kair < kdry soil < kwater < ksaturated soil < kmineral. 
 Mineralogy: The thermal conductivity of quartz is higher than other common 

soil forming minerals. Thus, the thermal conductivity of sediments is proportion-
al to the volumetric fraction of quartz. 

 Particle size: Interparticle conductive heat transfer is proportional to the particle 
radius and inversely proportional to the inter-contact distance. Larger particles 
lead to higher thermal conductivity. 

 Packing density and coordination number: Interparticle contacts play an im-
portant role in heat transfer processes. The higher the packing density and coor-
dination number, the higher the thermal conductivity of the sediment. Round par-
ticles and well-graded soils tend to attain denser packing, higher coordination 
and higher thermal conductivity than angular particles. 

 Water content: Water acts as a relatively high conductivity bridge between parti-
cles. Therefore the thermal conductivity of unsaturated soils increases with the 
degree of saturation 

 Effective stress: The increase in packing density, coordination number, and con-
tact quality with increasing effective stress leads to higher thermal conductivity. 
Load-bearing granular chains within the soil skeleton facilitate heat transfer.  

 
In summary, the thermal conductivity of sediments is determined by volumetric 
fractions, the properties of the phases, the spatial arrangement of grains and their 
connectivity.  
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