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#### Abstract

This paper is aimed at optimization of black-box functions. We assume that these functions are time demanding and therefore our goal is to minimize the number of evaluations of these functions. As one of the today's most promising algorithms, the radial basis function network (RBFN) is presented. Our particular implementation is based on the methodology presented in [12]. The novelty in our approach is the use of an evolutionary algorithm GRADE [7]. Also several scenarios of creating new points in the process of the approximation are presented. In comparison with the original approach [12], the number of needed evaluations of a test function is reduced approximately by a factor of two. To show the ability of the proposed methodology, the suite of twenty multi-modal functions is used along with one real-world problem of optimal control of structures undergoing large displacements.
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## 1 Introduction

The ultimate goal of every optimization research is to develop a method capable of solving minimization problems for black-box functions. With this term we will understand unconstrained, real and often multi-modal functions without any knowledge of their derivatives or continuity. This is the case of many engineering problems usually connected with some form of a finite element analysis, which can cause non-linearity and discontinuity of a solved problem. We also assume that the optimized function is time demanding and therefore our goal is to minimize the number of evaluations of this function.

As one of the today's most promising algorithms, the radial basis function net-


Figure 1: A scheme of the proposed algorithm
work (RBFN) is presented. This method comes from the domain of a general approximation, usually called Response Surface methods [9], Diffuse Approximations [7] or Surrogate models [8]. Methodology is based on an analogy with artificial neural networks, but differs in several points: the neural net is created only with one layer of neurons, it has a specific type of a transfer function and the training of this net leads to the solution of a linear system of equations.

Our particular implementation is based on the specifications presented in [12]. Particularly, the RBFN interpolates a given black-box function by the sum of basis functions values and neural weights for each neuron. The value of a basis function is influenced by its "distance" from the neuron's center to the vector of variables, for which we want to know the approximate function value. The neural weights are then derived from the condition of equality between the values of black-box function and its RBFN approximation.

The novelty in our approach is the use of the evolutionary algorithm GRADE [7] to find the global maximum of the RBFN approximation. Moreover, several scenarios of creating new points in the process of the approximation are presented.

The rest of the paper is organized as follows: Section 2 describes the two basic methods creating the core of the proposed procedure, namely the evolutionary algorithm GRADE and a particular implementation of a RBFN neural network. An attention is paid especially to the process of training RBNF as well as to the process of adding new points. Section 3 tries to show the ability of the proposed method to solve a suite of twenty multi-modal functions (already presented e.g. in [5]) along with one real-world problem of optimal control of structures undergoing large displacements [7]. The final Section 4 sums up several interesting remarks.

## 2 Description of used stochastic methods

The algorithm used herein to solve a black-box function is based on an efficient combination of an artificial neural network, namely the radial basis function network (RBFN) [12, 8], and an evolutionary algorithm GRADE [7]. The basic principle of this methodology is the interpolation of an objective function by the neural network and a search for the global optimum using the evolutionary algorithm. The simplified scheme of the optimization process is shown in Figure 1.

The main advantage of the proposed methodology is a fact that the evolutionary
algorithm GRADE operates directly on an approximation of an expensive black-box function. This black-box function is evaluated only during the process of adding new points to the RBFN neural network. Therefore the task of adding new points into the RBFN is crucial for optimization as will be discussed later.

### 2.1 Evolutionary algorithm GRADE

Evolutionary algorithms belong to the most popular optimization methods nowadays. They follow up an analogy of processes that run in nature within the evolution of living organisms over a period of many millions of years. Unlike the traditional gradient optimization methods, evolutionary algorithms operate on so called population which is a set of possible solutions, applying the "genetic" operators, such as cross-over, mutation and selection. The principles of evolutionary algorithm was first proposed by Holland [4]. Ever since, the evolutionary algorithms have reached wide application domain (e.g. see the books of Goldberg [3] and Michalewicz [11] for extensive review).

Evolutionary algorithms in the original form operate on population of so-called chromosomes. These are binary strings which represent possible solutions in a certain way. In engineering problems we are usually working with real variables. Adaptation of the evolutionary algorithm idea to this problem was made possible by Storn [14] by considering the chromosomes as vectors instead of binary strings and using differential operators which can affect the distance between the chromosomes. In this work we employ an improved version of this kind of algorithm referred to as algorithm GRADE (GRadient-based Atavistic Differential Algorithm).

In the tradition of evolutionary methods, the first step is to generate a starting generation of chromosomes by choosing the random values of all state variables. Subsequently we repeat until convergence the cycles containing: the creation of a new generation of chromosomes, by mutation or cross-over, and the evaluation and selection, which reduces the actual number of chromosomes to the initial number. For the sake of clarity, a sketchy scheme of the algorithm GRADE follows:

## Scheme of the algorithm GRADE

- The first operation is the MUTATION, which creates a new solution x using the operation

$$
\mathbf{x}=\mathbf{y}+k(\mathbf{y}-\mathbf{z}),
$$

where $\mathbf{y}$ is a solution from actual population, $\mathbf{z}$ is a randomly created solution and $k$ is a real number from given bounds. This operation is used to ensure the diversity within a population.

- The second operation is the CROSS-OVER, which creates a new solution x by computing the difference between two existing solutions $\mathbf{y}$ and z , multiplied by coefficients $c$ and $s$, and adding the result to the better one of the first two
solutions:

$$
\mathbf{x}=\max (\mathbf{y}, \mathbf{z})+c s(\mathbf{y}-\mathbf{z}),
$$

where $c$ is a real random number and $s$ changes the direction of the descent $(\mathbf{y}-\mathbf{z})$ in favor to a better solution from vectors $\mathbf{y}$ and $\mathbf{z}$.

- The next operation EVALUATION computes the objective function value for each new solution. ${ }^{1}$
- The last and the most important operator in each cycle is the TOURNAMENT SELECTION, where the worst individual from two randomly selected solutions is deleted. This operator is repeated until the number of solution is the same as at the beginning of the cycle.

As a result of the optimization process, the solution with the highest objective function value is kept. For a more elaborate presentation of the proposed procedure see [7].

### 2.2 Radial Basis Function Network

Artificial neural networks (NNs) ${ }^{2}$ were developed to simulate the processes in a human brain but later on it was discovered that they can be effectively used for many problems like pattern recognition, different approximations and predictions, control of systems, etc. In this work, they will be used "only" as general approximation tools.

A neural network is created with several neurons (here called perceptrons) which are mutually interconnected. In this work we will deal with so called feed-forward, layered neural networks, i.e. neurons form sorted layers, each layer is connected with the previous and the next layer and the signal is processed directly from the inputs neurons to the output ones.


Figure 2: An approximation using RBFN

[^0]
### 2.2.1 Approximation of a black-box function by RBFN

This type of a neural network is designed to simulate a black-box function $f(\mathbf{x})$ by its interpolation $F(\mathbf{x})$ given by the sum of basis functions multiplied by appropriate weights, see Figure 2. In other words,

$$
\begin{equation*}
f(\mathbf{x}) \approx F(\mathbf{x})=\sum_{i=1}^{N} b_{i}(\mathbf{x}) w_{i} \tag{1}
\end{equation*}
$$

where $\mathbf{x}$ is a vector of unknowns, $b_{i}(\mathbf{x})$ is a basis function of the $i$-th neuron, $w_{i}$ is a weight of the $i$-th neuron and $N$ is the total number of neurons creating the net.

The basis function has the most often used "Gaussian" shape given by

$$
\begin{equation*}
b_{i}(\mathbf{x})=e^{-\left\|\mathbf{x}-\mathbf{c}_{i}\right\|^{2} / r}, \tag{2}
\end{equation*}
$$

where $\mathbf{c}_{i}$ is a vector of coordinates of the center for the $i$-th basis function and $r$ is a norm. Normalization ensures that basis functions will produce similar values for different scales in multidimensional spaces. The selection of the norm $r$ is not crucial and therefore the most common form is used:

$$
\begin{equation*}
r=\frac{d_{\max }}{\sqrt[\operatorname{dim}]{\operatorname{dim} N}} \tag{3}
\end{equation*}
$$

where $d_{\text {max }}$ is the maximal distance within the domain, $\operatorname{dim}$ is the number of dimensions and $N$ is the number of neurons.

### 2.2.2 Training of a neural net

The weights of individual neurons can be obtained by the process of "training", see also Figure 3. Consider a set of training data

$$
\begin{equation*}
\left(\overline{\mathbf{x}_{i}}, \overline{y_{i}}\right), i=1, \ldots, p, \tag{4}
\end{equation*}
$$

where $\overline{y_{i}}$ is a black-box function value in the $\overline{\mathbf{x}_{i}}$ point and $p$ is a total number of records in the training set. For a usual RBFN the training set is identical with the basis functions centers, therefore we can write the training set also as

$$
\begin{equation*}
\left(\overline{\mathbf{c}_{i}}, \overline{y_{i}}\right), i=1, \ldots, N . \tag{5}
\end{equation*}
$$

The weights $w_{i}$ can be obtained from the equality between function values of a black-box function and its NN approximation in the function basis centers. Particularly,

$$
\begin{equation*}
f\left(\mathbf{c}_{i}\right)=F\left(\mathbf{c}_{i}\right) \tag{6}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\min E=\min \sum_{i=1}^{N}\left[\left(\overline{y_{i}}-F\left(\mathbf{c}_{i}\right)\right)^{2}+\lambda_{i} w_{i}^{2}\right], \tag{7}
\end{equation*}
$$

where $\lambda_{i}$ is used to regularize the system of equations (15) and in our computations it is set to $\lambda_{i}=10^{-7}$. Inserting Equation (1) into (7) we get

$$
\begin{equation*}
\min E=\min \sum_{i=1}^{N}\left[\left(\overline{y_{i}}-\sum_{j=1}^{N} b_{j}\left(\mathbf{c}_{i}\right) w_{j}\right)^{2}+\lambda_{i} w_{i}^{2}\right] . \tag{8}
\end{equation*}
$$

To satisfy Equation (7) resp. (8), the following identity have to be fulfilled

$$
\begin{equation*}
\frac{\partial E}{\partial w_{i}}=2 \sum_{i=1}^{N}\left[\left(\overline{y_{i}}-\sum_{j=1}^{N} b_{j}\left(\mathbf{c}_{i}\right) w_{j}\right)\left(b_{i}\left(\mathbf{c}_{i}\right)\right)+\lambda_{i} w_{i}\right]=0 . \tag{9}
\end{equation*}
$$

Define a matrix $[\mathrm{A}]_{N}$

$$
\begin{equation*}
[\mathrm{A}]_{N}=[\mathrm{B}]_{N}+[\Lambda]_{N}, \tag{10}
\end{equation*}
$$

where $[\mathrm{B}]_{N}$ is a basis function matrix

$$
\begin{align*}
{[\mathrm{B}]_{N} } & =\left[\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{N}\right]^{T}  \tag{11}\\
\mathbf{b}_{i} & =\left[b_{1}\left(\mathbf{c}_{i}\right), b_{2}\left(\mathbf{c}_{i}\right), \ldots, b_{N}\left(\mathbf{c}_{i}\right)\right] \tag{12}
\end{align*}
$$

and a $[\Lambda]_{N}$ is a diagonal matrix with all $\lambda_{i}$ non-zero members. Next, we can write a vector of outputs

$$
\begin{equation*}
\mathbf{w}=\left[w_{1}, w_{2}, \ldots, w_{N}\right] \tag{13}
\end{equation*}
$$

and a vector of black-box function values

$$
\begin{equation*}
\overline{\mathbf{y}}=\left[\overline{y_{1}}, \overline{y_{2}}, \ldots, \overline{y_{N}}\right] . \tag{14}
\end{equation*}
$$

Then, the Equation (9) becomes

$$
\begin{equation*}
[\mathrm{A}]_{N} \mathbf{w}=\overline{\mathbf{y}} . \tag{15}
\end{equation*}
$$



Figure 3: Training of a neural net
By solving this system of linear equations we can obtain a vector of weights $\mathbf{w}$ for the given training set. Hence, from Equation (1), we can easily compute approximation $F(\mathbf{x}) \approx f(\mathbf{x})$ for any vector $\mathbf{x}$.

### 2.2.3 Adding new centers into RBFN

Recall the fact that we want to optimize the given black-box function. At this point, the RBFN approximation of the black-box function is created and hopefully, the optimum of the approximation and the original function will be located nearby. The above-mentioned evolutionary algorithm GRADE is used to find the optimum of the approximating function, i.e. the RBFN. It is obvious that especially in early stages, the RBFN is not able to interpolate correctly the given function and therefore new centers have to be added to minimize the difference between the RBFN and the blackbox function. Keeping in mind that the number of black-box function calls is to be minimized, a step of adding new centers becomes very important.

To ensure a good approximation over the whole domain as well as maximum convergence speed of the proposed methodology, three scenarios of creating new centers are proposed. All of them add three new centers and always as a new point the best solution found by the algorithm GRADE from the previous cycle is added. Particularly, new centers are added as follows:

- the maximum found by GRADE and two centers created by a "hypercube method",
- the maximum found by GRADE, one random center and one center selected by "variational method",
- the maximum found by GRADE, one random center and one center created by "differential method".

The hypercube method proposed in [12] uses a $n$-dimensional hypercube $S$ created within the domain. Then, the first center is created inside this hypercube and the second outside. The inner center is added to speed up the convergence, the outer to improve global interpolation quality. The hypercube $S$ is centered to the last found maximum and the length of a hypercube side is given by

$$
\begin{equation*}
l=l_{0} \frac{1}{C_{x}+1}, \tag{16}
\end{equation*}
$$

where $l_{0}$ is a selected initial length and $C_{x}$ is a number of already found optima in this hypercube during the whole optimization process.

The variational method creates one new center by

$$
\begin{equation*}
\mathbf{c}_{\text {new }}=\mathbf{c}_{j}+\operatorname{var} \cdot\left(\mathbf{c}_{j}-\mathbf{c}_{j-1}\right), \tag{17}
\end{equation*}
$$

where $\mathbf{c}_{j}$ is a maximum found in the actual cycle, $\mathbf{c}_{j-1}$ is a maximum from the previous cycle and var is the variance computed from the $j$ previous cycles.

The differential method adds only one point in the sense of the "numerical" steepest descent, i.e.

$$
\begin{equation*}
\mathbf{c}_{\text {new }}=\mathbf{c}_{j}+u(0,1)\left(\mathbf{c}_{j}-\mathbf{c}_{j-1}\right), \tag{18}
\end{equation*}
$$



Figure 4: Function exl
in the case that the function value of $\mathbf{c}_{j}$ is greater then $\mathbf{c}_{j-1}$ and

$$
\begin{equation*}
\mathbf{c}_{\text {new }}=\mathbf{c}_{j}+u(0,1)\left(\mathbf{c}_{j-1}-\mathbf{c}_{j}\right) \tag{19}
\end{equation*}
$$

otherwise. ${ }^{3}$
To compare these three methods, the test function called exl was examined, see Figure 4 or reference [12]. The function exl is given by

$$
\begin{equation*}
f(\mathbf{x})=f(x, y)=10 e^{-0.01(x-10)^{2}-0.01(y-15)^{2}} \sin (x) . \tag{20}
\end{equation*}
$$

The domain is bounded to $\langle 0,15\rangle \times\langle 0,20\rangle$ and the maximum is $f(7.8960,15.0000)=$ 9.5585. If the difference between the approximation and the exl function falls under $10^{-4}$, the optimization process is stopped. Each of the three methods was run one hundred times and the statistics was stored. The results are shown in Table 1.

|  | Method used |  |  |
| :--- | :---: | :---: | :---: |
| No. evaluations | Hypercube | Variational | Differential |
| Minimum | 41 | 29 | 29 |
| Maximum | 207 | 218 | 68 |
| Std. dev. | 31.89 | 45.50 | 15.48 |
| Average | 126.46 | 44.90 | $\mathbf{4 2 . 3 2}$ |

Table 1: Comparison of individual methods

[^1]It is clearly visible that the differential method needs in average a minimum number of evaluations. Also the deviation in results for the differential method is the smallest among all three methods. The progress in comparison with referenced hypercube method is noteworthy. Hence all following computations are done using the differential version of our RBFN methodology. To conclude this section, the detailed description of individual steps of proposed procedure follows:

1. Create initial neurons,
2. Compute parameters of basis functions $d_{\max }$ and $r$,
3. Repeat next steps until stopping criteria are met
4. Compute black-box function values in new center points
5. Compute values of basis functions $b_{i}\left(\mathbf{c}_{i}\right)$ and output weights $w_{i}$,
6. Find a maximum using the evolutionary algorithm GRADE,
7. Add three new points using the differential method.

## 3 Solved examples

To show the abilities of the proposed methodology, the set of twenty multi-modal functions, firstly compiled in [1] and later used e.g. in [5], was used. The obtained results were compared to those presented in the above mentioned papers.

The second test example shows the applicability of the RBFN for practical tasks. The optimal control of a structure in the domain of large deformations [7] is conducted and results are compared to alternative optimization methods.

### 3.1 The set of twenty multi-modal functions

The used set contains the suite of twenty well-known multi-modal functions known from optimization area. The complete list of these functions can be found in Appendix A. The proposed algorithm is compared with following evolutionary methods:

- SBGA Standard Binary Genetic Algorithm [1],
- EBGA Extended Binary Genetic Algorithm [1],
- DE Differential Evolution [15], [6],
- SADE Simplified Atavistic Genetic Algorithm [6], [5],
- GRADE GRadient-based Atavistic Differential Algorithm [7] (for details, see also Section 2.1).

The statistics over one hundred runs was computed to tackle random circumstances. The optimization process was stopped after 300 cycles (equals to 900 evaluations) or if the maximum was found with the given precision. Otherwise, the optimization run was marked as unsuccessful. The statistics from one hundred runs follows:

|  |  | No. successful | No. evaluations |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Function | Dim. | runs | Minimum | Maximum | Average |
| F1 | 1 | 100 | 12 | 36 | 19.44 |
| F3 | 1 | 40 | 12 | 144 | 69.15 |
| Branin | 2 | 100 | 21 | 111 | 46.20 |
| Camelback | 2 | 100 | 9 | 87 | 54.21 |
| Goldprice | 2 | 1 | 321 | 321 | 321 |
| PShubert1 | 2 | 1 | 36 | 36 | 36 |
| PShubert2 | 2 | 2 | 303 | 348 | 325.5 |
| Quartic | 2 | 100 | 18 | 117 | 78.48 |
| Shubert | 2 | 20 | 264 | 846 | 481.62 |
| Hartman1 | 3 | 97 | 15 | 321 | 83.20 |
| Shekel1 | 4 | 0 | - | - | - |
| Shekel2 | 4 | 0 | - | - | - |
| Shekel3 | 4 | 0 | - | - | - |
| Hartman2 | 6 | 39 | 162 | 351 | 252 |
| Hosc45 | 10 | 100 | 465 | 852 | 625.98 |
| Brown1 | 20 | 0 | - | - | - |
| Brown3 | 20 | 0 | - | - | - |
| F5n | 20 | 0 | - | - | - |
| F10n | 20 | 0 | - | - | - |
| F15n | 20 | 0 | - | - | - |

Table 2: Results for the function set

A comparison among evolutionary algorithms is presented in Table 3. In Table 3, Fc stands for an average number of function calls and Suc for a number of successful runs out of one hundred.

From the Table 3 it is obvious that the proposed combination of RBFN and evolutionary algorithm cannot be aimed at optimization of multi-modal functions. On the other hand, the ability of the proposed algorithm to solve problems with a smaller number of local minima is remarkable.

### 3.2 Optimal control of structures under large deformations

The aim of this section is to show the possibilities of the proposed procedure in solving practical problems. As an example, the optimal control of a " T "-shaped beam is solved, see Figure 5. The goal is to find the values of a loading force and a bending moment such that the final shape is obtained. The objective function is defined as

|  | SBGA |  |  |  |  | EBGA |  | DE |  | SADE |  | GRADE |  | $\begin{array}{r} \hline \text { RBFN } \\ \mathrm{Fc} \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Function | Dim. | Suc | Fc | Suc | Fc | Suc | Fc | Suc | Fc | Suc | Fc | Suc |  |
|  | F1 | 1 | 100 | 5566 | 100 | 784 | 100 | 52 | 100 | 72 | 100 | 52 | 100 | 19 |
| * | F3 | 1 | 100 | 5347 | 100 | 744 | 100 | 98 | 100 | 88 | 100 | 88 | 40 | 69 |
| $\stackrel{\sigma}{0}$ | Branin | 2 | 81 | 8125 | 100 | 2040 | 100 | 506 | 100 | 478 | 100 | 383 | 100 | 46 |
| $\stackrel{\square}{\square}$ | Camelback | 2 | 98 | 1346 | 100 | 1316 | 100 | 244 | 100 | 273 | 100 | 200 | 100 | 54 |
| 2 | Goldprice | 2 | 59 | 8125 | 100 | 4632 | 100 | 350 | 100 | 452 | 100 | 334 | 1 | 321 |
| \% | PShubert1 | 2 | 63 | 7192 | 100 | 8853 | 83 | 1342 | 100 | 2738 | 100 | 5211 | 1 | 36 |
| \%. | PShubert2 | 2 | 59 | 7303 | 100 | 4116 | 90 | 908 | 100 | 1033 | 100 | 1932 | 2 | 326 |
| 0 | Quartic | 2 | 83 | 8181 | 100 | 3168 | 97 | 313 | 100 | 425 | 100 | 307 | 100 | 78 |
| - | Shubert | 2 | 93 | 6976 | 100 | 2364 | 94 | 10,098 | 100 | 585 | 100 | 632 | 20 | 482 |
| $\stackrel{9}{4}$ | Hartman1 | 3 | 94 | 1993 | 100 | 1680 | 100 | 284 | 100 | 464 | 100 | 305 | 97 | 83 |
| 읃 | Shekel1 | 4 | 1 | 7495 | 97 | 36,388 | 72 | 1968 | 99 | 61,243 | 100 | 51,461 | 0 | - |
| \% | Shekel2 | 4 | 0 | - | 98 | 36,774 | 91 | 1851 | 100 | 17,078 | 100 | 15,380 | 0 | - |
| 兑 | Shekel3 | 4 | 0 | - | 100 | 36,772 | 89 | 1752 | 99 | 11,960 | 100 | 5548 | 0 | - |
| $\stackrel{2}{2}$ | Hartman2 | 6 | 23 | 19,452 | 92 | 53,792 | 16 | 4241 | 67 | 2297 | 59 | 199,502 | 39 | 252 |
| 90 | Hosc45 | 10 | 0 | - | 2 | 126,139 | 100 | 1174 | 100 | 6438 | 100 | 2153 | 100 | 626 |
| $\stackrel{\square}{\text { c }}$ | Brown1 | 20 | 0 | - | 0 | - | 100 | 65,346 | 95 | 163,919 | 100 | 182,234 | 0 | - |
| 8 | Brown3 | 20 | 5 | 8410 | 5 | 106,859 | 100 | 41,760 | 100 | 43,426 | 100 | 35,480 | 0 | - |
|  | F5n | 20 | 0 | - | 100 | 99,945 | 96 | 38,045 | 66 | 17,785 | 100 | 7264 | 0 | - |
|  | F10n | 20 | 0 | - | 49 | 113,929 | 90 | 71,631 | 47 | 110,593 | 100 | 90,794 | 0 | - |
|  | F15n | 20 | 0 | - | 100 | 102,413 | 100 | 44,248 | 93 | 28,223 | 100 | 23,102 | 0 | - |



Figure 5: An example of a T-shaped beam

| Algorithm | Average number of function calls |
| :---: | ---: |
| SADE | 648.8 |
| GRADE | 512.4 |
| RBFN | 104.2 |

Table 4: Comparison of evolutionary methods in solving optimal control problem
a least square between the final and the desired displacements. The structural analysis part takes into account large deformations and therefore the optimization problem is highly non-linear. For more detail on this problem, see again [7]. The results in the terms of average number of function calls are presented in Table 4.

## 4 Conclusions

It is evident from Table 3 that once the proposed methodology correctly approximates the black-box function (the cases with $100 \%$ successful runs) the drastic reduction of function calls is observed. In the other cases, the procedure cannot be advised for solving highly multi-modal functions without any tool for management of local optima, see e.g. works [10] or [5]. Nevertheless, as indicated by the results stored in Table 4, it can be expected that common engineering optimization tasks (such as optimal design and/or control of structures) will lead to problems with only a limited number of local optima. This increases the potential applicability of the proposed approach. However, besides the problems with convergence, several difficulties (such as numerical stability of the linear system of equations, a fully populated matrix to be stored etc.) during the growth of neural centers were noted. In the near future, this will be solved by clustering techniques or by orthogonalization method, see e.g. [2].
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## A List of test functions

- F1:

$$
\begin{equation*}
f(x)=2(x-0.75)^{2}+\sin (5 \pi x-0.4 \pi)-0.125 \tag{21}
\end{equation*}
$$

where

$$
0 \leq x \leq 1
$$

- F3:

$$
\begin{equation*}
f(x)=-\sum_{j=1}^{5}[j \sin [(j+1) x+j]], \tag{22}
\end{equation*}
$$

where

$$
-10 \leq x \leq 10
$$

- Branin:

$$
\begin{equation*}
f(x, y)=a\left(y-b x^{2}+c x-d\right)^{2}+h(1-f) \cos x+h \tag{23}
\end{equation*}
$$

where

$$
\begin{gathered}
a=1, b=5.1 / 4 \pi^{2}, c=5 / \pi, d=6 \\
h=10, f=1 / 8 \pi,-5 \leq x \leq 10,0 \leq y \leq 15
\end{gathered}
$$

- Camelback:

$$
\begin{equation*}
f(x, y)=\left(4-2.1 x^{2}+\frac{x^{4}}{3}\right) x^{2}+x y+\left(-4+4 y^{2}\right) y^{2} \tag{24}
\end{equation*}
$$

where

$$
-3 \leq x \leq 3,-2 \leq y \leq 2
$$

- Goldprice:

$$
\begin{align*}
f(x, y)= & {\left[1+(x+y+1)^{2}\left(19-14 x+3 x^{2}-14 y+6 x y+3 y^{2}\right)\right] } \\
& {\left[30+(2 x-3 y)^{2}\left(18-32 x+12 x^{2}+48 y-36 x y+27 y^{2}\right)\right] } \tag{25}
\end{align*}
$$

where

$$
-2 \leq x \leq 2,-2 \leq y \leq 2
$$

- PShubert 1 a 2 :

$$
\begin{align*}
f(x, y)= & \left\{\sum_{i=1}^{5} i \cos [(i+1) x+i]\right\} \\
& \left\{\sum_{i=1}^{5} i \cos [(i+1) y+i]\right\}+ \\
& \beta\left[(x-1.42513)^{2}+(y+0.80032)^{2}\right] \tag{26}
\end{align*}
$$

where

$$
-10 \leq x \leq 10,-10 \leq y \leq 10
$$

pro PShubert1: $\beta=0.5$
pro PShubert2: $\beta=1.0$

- Quartic:

$$
\begin{equation*}
f(x, y)=\frac{x^{4}}{4}-\frac{x^{2}}{2}+\frac{x}{10}+\frac{y^{2}}{2} \tag{27}
\end{equation*}
$$

where

$$
-10 \leq x \leq 10,-10 \leq y \leq 10
$$

- Shubert:

$$
\begin{align*}
f(x, y)= & \left\{\sum_{i=1}^{5} i \cos [(i+1) x+i]\right\} \\
& \left\{\sum_{i=1}^{5} i \cos [(i+1) y+i]\right\} \tag{28}
\end{align*}
$$

where

$$
-10 \leq x \leq 10,-10 \leq y \leq 10
$$

- Hartman 1:

$$
\begin{equation*}
f\left(x_{1}, x_{2}, x_{3}\right)=-\sum_{i=1}^{4} c_{i} e^{-\sum_{j=1}^{3} a_{i j}\left(x_{i}-p_{i j}\right)^{2}} \tag{29}
\end{equation*}
$$

where

$$
\begin{aligned}
& 0 \leq x_{i} \leq 1, i=1, \ldots, 3 \\
& x=(x 1, \ldots, x 3), p_{i}=\left(p_{i 1}, \ldots, p_{i 3}\right), a_{i}=\left(a_{i 1}, \ldots, a_{i 3}\right)
\end{aligned}
$$

- Shekel 1,2 a 3:

$$
\begin{equation*}
f(x, y)=-\sum_{i=1}^{m} \frac{1}{\left(x_{i}-a_{i}\right)^{T}\left(x_{i}-a_{i}\right)+c_{i}}, \tag{30}
\end{equation*}
$$

where

$$
0 \leq x_{j} \leq 10,
$$

pro Shekel1: $m=5$,
pro Shekel2: $m=7$,
pro Shekel3: $m=10$

$$
\begin{aligned}
& x=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}^{T}, a_{i}=\left\{a_{i 1}, a_{i 2}, a_{i 3}, a_{i 4}\right\}^{T} \\
& \begin{array}{ccccccc} 
\\
\hline i & a_{i j} & & & & c_{i} \\
\hline 1 & 4.0 & 4.0 & 4.0 & 4.0 & 0.1 \\
2 & 1.0 & 1.0 & 1.0 & 1.0 & 0.2 \\
3 & 8.0 & 8.0 & 8.0 & 8.0 & 0.2 \\
4 & 6.0 & 6.0 & 6.0 & 6.0 & 0.4 \\
5 & 3.0 & 7.0 & 3.0 & 7.0 & 0.4 \\
6 & 2.0 & 9.0 & 2.0 & 9.0 & 0.6 \\
7 & 5.0 & 5.0 & 3.0 & 3.0 & 0.6 \\
8 & 8.0 & 1.0 & 8.0 & 1.0 & 0.7 \\
9 & 6.0 & 2.0 & 6.0 & 2.0 & 0.5 \\
10 & 7.0 & 3.6 & 7.0 & 3.6 & 0.5 \\
\hline
\end{array}
\end{aligned}
$$

- Hartman 2:

$$
\begin{equation*}
f\left(x_{1}, \ldots, x_{6}\right)=-\sum_{i=1}^{4} c_{i} e^{-\sum_{j=1}^{6} a_{n}\left(x_{i}-p_{i j}\right)^{2}}, \tag{31}
\end{equation*}
$$

where

\[

\]

| $i$ | $a_{i j}$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.1312 | 0.1696 | 0.5569 | 0.0124 | 0.8283 | 0.5886 |
| 2 | 0.2329 | 0.4135 | 0.8307 | 0.3736 | 0.1004 | 0.9991 |
| 3 | 0.2348 | 0.1451 | 0.3522 | 0.2883 | 0.3047 | 0.6650 |
| 4 | 0.4047 | 0.8828 | 0.8732 | 0.5743 | 0.1091 | 0.0381 |

- Hosc 45:

$$
\begin{equation*}
f(x)=2-\frac{1}{n!} \prod_{i=1}^{n} x_{i} \tag{32}
\end{equation*}
$$

where

$$
x=\left(x_{1}, \ldots, x_{n}\right), 0 \leq x_{i} \leq i, n=10
$$

- Brown 1:

$$
\begin{align*}
f(x)= & {\left[\sum_{j \in J}\left(x_{i}-3\right)\right]^{2}+} \\
& \sum_{j \in J}\left[10^{-3}\left(x_{i}-3\right)^{2}-\left(x_{i}-x_{i+1}\right)+e^{20\left(x_{i}-x_{i+1}\right.}\right], \tag{33}
\end{align*}
$$

where

$$
J=\{1,3, \ldots, 19\},-1 \leq x_{i} \leq 4,1 \leq i \leq 20, x=\left(x_{1}, \ldots, x_{20}\right)^{T}
$$

- Brown 3:

$$
\begin{equation*}
f(x)=\sum_{i=1}^{19}\left[\left(x_{i}^{2}\right)^{\left(x_{i+1}^{2}+1\right.}+\left(x_{i+1}^{2}\right)^{\left(x_{i}^{2}+1\right)}\right], \tag{34}
\end{equation*}
$$

where

$$
x=\left\{x_{1}, \ldots, x_{20}\right\}^{T},-1 \leq x_{i} \leq 4,1 \leq i \leq 20
$$

- F5n:

$$
\begin{align*}
& f(x)=(\pi / 20)  \tag{35}\\
& \left\{10 \sin ^{2}\left(\pi y_{1}\right)+\sum_{i=1}^{19}\left[\left(y_{i}-1\right)^{2} \cdot\left(1+10 \sin ^{2}\left(\pi y_{i}+1\right)\right)\right]+\left(y_{20}-1\right)^{2}\right\}
\end{align*}
$$

where

$$
x=\left\{x_{1}, \ldots, x_{20}\right\}^{T},-10 \leq x_{i} \leq 10, y_{i}=1+0.25\left(x_{i}-1\right)
$$

- F10n:

$$
\begin{align*}
& f(x)=(\pi / 20)  \tag{36}\\
& \left\{10 \sin ^{2}\left(\pi x_{1}\right)+\sum_{i=1}^{19}\left[\left(x_{i}-1\right)^{2} \cdot\left(1+10 \sin ^{2}\left(\pi x_{i+1}\right)\right)\right]+\left(x_{20}-1\right)^{2}\right\}
\end{align*}
$$

where

$$
x=\left\{x_{1}, \ldots, x_{20}\right\}^{T},-10 \leq x_{i} \leq 10
$$

- F15n:

$$
\begin{align*}
& f(x)=(1 / 10) \\
& \left\{\sin ^{2}\left(3 \pi x_{1}\right)+\sum_{i=1}^{19}\left[\left(x_{i}-1\right)^{2}\left(1+\sin ^{2}\left(3 \pi x_{i+1}\right)\right)\right]+\right. \\
& \left.(1 / 10)\left(x_{20}-1\right)^{2}\left[1+\sin ^{2}\left(2 \pi x_{20}\right)\right]\right\} \tag{37}
\end{align*}
$$

where

$$
x=\left\{x_{1}, \ldots, x_{20}\right\}^{T},-10 \leq x_{i} \leq 10
$$


[^0]:    ${ }^{1}$ Note that we assume maximization in this work.
    ${ }^{2}$ Hereafter we will use only the term neural network instead of artificial neural network for the sake of simplicity.

[^1]:    ${ }^{3}$ Note that $u(a, b)$ denotes a continuous random variable uniformly distributed on an interval $(a, b)$.

