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Evolutionary Algorithms
• Category created in 90’s to unify individual 

“evolutionary” methods, i.e. Genetic 
Algorithms, Evolution Strategies and 
Evolutionary Programming (in these lectures not 
mentioned method developed also in 70’s)

• Still developing area; only notation and methods 
developed at Department of Mechanics, Faculty 
of Civil Engineering at CTU Prague (FCE), will 
be presented
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Properties of EAs

• Based on Darwinian idea „survival of the fittest“
• Stochastic optimization methods – produce 

random behavior
• Non-gradient methods – no need for function 

continuity
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Notation taken from ES’s
• Two types of algorithms:

• ()-ES

• ()-ES

old population

new population

descendants (children)

old population

new population

descendants (children)
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Operators’ notation
• Combination of three operators:

– Recombination

– Mutation

– Selection

j
irec i jI I i j    
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• Simulated Annealing

• Genetic Algorithm

• Differential Evolution

• Evolution Strategies
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Description of several algorithms
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Algorithms developed at FCE

• SADE  - Simplified Atavistic Differential 
Evolution

• RASA : Real-valued augmented simulated 
annealing

• IASA : Integer augmented simulated annealing
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SADE algorithm
• Simplified Atavistic Differential Evolution
• Based on Differential Evolution
• Combines GA and DE principles
• Mainly introduces mutation
• Author’s webpage:

– http://klobouk.fsv.cvut.cz/~anicka/
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void SADE ( void )
{

FIRST_GENERATION ();
while ( to_continue )
{

MUTATE ();
LOCAL_MUTATE ();
CROSS ();
EVALUATE_GENERATION ();
SELECT();

}
}

SADE algorithm
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SADE algorithm

• New differential operator

• Mutation and local mutation added

• Inverse tournament selection

)( rjqjpjij chchCRchch 

)( kjqjkjij chrpMRchch 
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Parameters
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Example of SADE with 20 dimensions
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RASA
• Real-valued augmented simulated annealing
• Based on GA and SA principles
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RASA

OLDNEW CCC 

• GA origins
• Selection and genetic operators

4 mutations, 4 crossover

• SA ideas
• Cooling schedule,

re-annealing
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Mutation
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Crossover
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Parameters
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IASA
• Integer augmented simulated annealing
• Combines GA, SA, ES and DE principles
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Integer coding
• Function given by

• Then, positive, integer representation for 
precision pi reads

• With inverse relationship
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Integer coding
• E.g.: x = 314.151, minx = 0.0, px = 0.001

y = 314151
• The same expression can be used also e.g. for 

rounding:
– To integers: pi = 1
– To even numbers: pi = 2 and mini should be 

even
• Note.: Precision of real numbers is not infinite in 

computers (they are stored in binary code as 
well!)
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IASA

• Differential crossover

• Mutation

• Integer coding

))(,0.0( rjqjpjij chchCRuchch 

 15.0,0.0  pjkjkjij chchNchch
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T = Tmax, t = 0
create P0, evaluate P0
while (not stopping_criterion) {

count = succ = 0
while( count < countmax & succ < succmax) 
{

count = count + 1, t = t + 1
select individuals It from Pt−1
select operator O
alter It with O, It’ is result
evaluate It’
p = 1/(1+exp ((F(It’) − F(It))/T))
if ( random_number u[0, 1] <= p ) {

succ = succ + 1
insert It’ into Pt

}
}
decrease T

}
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Parameters
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Comparison of four methods
• Each algorithm was designed for one particular 

problem
– DE  Chebychev polynomial problem
– IASA  Design of RC beam
– RASA  Optimal periodic cell
– SADE  Type “0” function

• Combination of “artificial” as well as “practical” 
problems

• Validation of individual methods
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Chebychev polynomial problem

• Fitting a polynomial 
into given bounds

• Polynomial given by

• Minimization of 
hashed areas
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Type 0 function

• One global 
optimum

• Function given by

• N-dimensional 
problem










 


0

0
0 arctan

2
)(

r
xx

yxf 



Modern optimization methods 26

Periodic Unit Cell construction

• Search for PUC with same statistical descriptions as 
real material 
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Periodic Unit Cell construction

• Problem’s difficulty

Methods

BFGS/CG 0/20

Simplex 2/20

Randomized local search (Yuret,1994) 5/20



Modern optimization methods 28

Design of RC beam

• Sear for optimal design

• Function as a price of the structure

 iSSCC pfPWPVxf )(CV Volume of concrete

CP Price of concrete

SW Weight of steel

SP Price of steel



Modern optimization methods 29

Design of RC beam: variables
• Overall 18 variables
• All of them discrete or from the discrete list
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• Shear

• Bending

• Serviceability limit state

Check by EC 2 standard
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Results of comparison
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Type 0 function
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Results of comparison
DE SADE RASA IASA

Chebychev polynomial 
problem 3 2 4 1

Type 0 test function 4* 2 1 3

Reinforced concrete 
beam layout 4 3 2 1

Periodic unit cell 
construction 4 2 1 3

 15 9 8 8
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Results of comparison
• Number of tuning parameters

DE 4

SADE 5

RASA 17

IASA 9
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