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Parallel Evolutionary Algorithms

• Goal
• Minimize computational demands of EAs

• Improve search abilities of EAs

• Parallelization
• Between objective function and optimization 

algorithm – „Master-Slave model“

• Parallelization of algorithm – „Grained EA“
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Master-Slave model

…

Master (root) 
processor

Slave processors Function

Optimization
algorithm

Function



Modern optimization methods 3

• Division between objective function and optimization 
algorithm

• Does not change behavior of EA

• Optimal number of processors

Tf … time for one evaluation

Tc … „latency time“, delay cased by processors’ 
communication

n … population size
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Speed-up (acceleration)
• Time on n processors / time on one processor

• Goal:

Linear speed-up
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Coarse grained EAs  &   Fine grained EAs
(Island model)
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Coarse grained & Fine grained EAs

• Create several EAs and send data in between

• Change behavior and 3 new parameters

• Better search abilities (do not suffer as much 
with premature convergence)
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No free lunch theorem
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a1,a2 two different algorithms
m iterations’ counter
f any function
dm

Y desired solution

“There is no best algorithm”.

Valid for all  f !!!
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[Schumacher et al., 2001]

iff  S is closed under permutation (c.u.p.)
FS 

XX :
))(()(:: 1 xfxfYXf  

then
Sf S is c.u.p. if every Sf 

“There can be best algorithm for set of 
functions which is not c.u.p.”.
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A humble plea. Please feel free to e-mail any suggestions, errors and
typos to matej.leps@fsv.cvut.cz.
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