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Multi-objective optimization 
• Optimization of several objective function at once
• More math needed
• Generally:

1 2minimize ( ) ( ( ) ( ) ( ))kf f … fy f x x x x

subjected to ( ) 0 1jg j … nex
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Motivation

price

power

One function

One solution

More functions

More solutions!

Single-objective optimization is a special case of multi-
objective optimization (but not vice-versa!).
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Basic notation
Min (y1,y,2,…,yk) = f (x1,x2,…,xn)

y1

y2

better

worse

indifferent

indifferent

y1

y2
dominated

Pareto-optimal = non-dominated

( dominates ) ( ) ( ) ( ) ( )i i i iiff i f f i f fa b a b a b a b
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Basic notation

x1

x2

y1

y2

Decision/design space X Objective space Y

Pareto set Pareto front/surface

decision vector (x1,x2,…,xn)         f (y1,y,2,…,yk) objective vector
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Optimization & Decision making

y1

y2

•Decision making before search (defining 
single objective) => EAs

•Decision making after search (find 
Pareto-optimal set first) => MOEAs

•Decision making during search
(interactively) => interactive algorithms, 
e.g. NIMBUS

Pareto-optimality: set of optimal trade-offs
(all objectives equally important)



Modern optimization methods 6

Single-objectivization

• Commonly using weights:

• Problem:
– Search for combination of weights that leads 

to compact Pareto set (i.e. optimization of 
optimization)

– Unable to cover non-convex Pareto surface
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Single-objectivization

y1

y2

w1=1, w2=0

w1=0, w2=1

w1=0.5, w2=0.5

Non-convex Pareto surface
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Average ranking

y1

y2

[1,8]=4,5

[3,7]=5

[2,5]=3,5
[4,4]=4

[6,6]=6

[8,3]=5,5

[7,1]=4
[5,2]=3,5
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Multi-objective EAs (MOEAs)

• There is need to store a set of Pareto solutions => 
analogy with population within EAs

• Easiest implementation – Pareto-dominance 
included in selection mechanism  (e.g. 
Generalized Differential Evolution)
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Brief history of MOEAs

VEGA [Schaffer, 1985]

MOGA [Fonesca & Fleming, 1993]
NPGA [Horn & Nafpliotis, 1993]

NSGA [Srinivas & Deb, 1994]

SPEA [Zitzler & Thiele, 1999]
PAES, PESA [Knowles & Corne, 1999]

NSGA-II [Deb et al., 2000]
SPEA 2 [Zitzler & Thiele, 2001]

Elitists
~2000

Classic
~1995

Pioneers
~1990
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General „elitist“ MOEA

EA update
truncate

population

new population

archive

new archive
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How to evaluate solutions?
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How to evaluate solutions?
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How to evaluate solutions?
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How to ensure diversity?
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PAES
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NSGA II

Non-dominated 
sorting

Crowding distance 
sorting

Pt

Qt

F1

F2

F3

rejected
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NSGA II

Non-dominated ranking
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NSGA II

Non-dominated 
sorting

Crowding distance 
sorting

Pt

Qt

F1

F2

F3

rejected



Modern optimization methods 20

NSGA II

Crowding distance
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NSGA II

Non-dominated 
sorting

Crowding distance 
sorting

Pt

Qt

F1

F2

F3

rejected
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NSGA II
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Example
F =  6 000 lb
h,b ( 0.125, 5.0 ) [in]
l,t ( 0.1, 10.0 ) [in]

Minimize:
f1 = price
f2 = deflection
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Results
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Example 2: 
Adaptive update of  meta-model

Contours of the example (left) and starting DoE (right). Note 
that the red contour is for F(x) = 0.
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Pareto front (top), contours of the problem with DoEs (middle) and DoEs’ points
(bottom). 
Key: Red – added and computed solutions, Blue – points that were too close to other Pareto front points, 
Green – the remaining points of population and Blue empty points – the original DoE.
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A humble plea. Please feel free to e-mail any suggestions, errors and
typos to matej.leps@fsv.cvut.cz.

Date of the last version: 26.11.2014
Version: 001

Change 26.11.2014: NSGA II and PAES slides added.


