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Constrained Optimization
• To solve practical problems we need to know how to solve 

constrained problems

• How to use good solutions that violate some constraints?

• Several methodologies, usually from mathematical 
programming area
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Single-objective methods

• Death penalty approach
• Solution violating constraint is withdrawn from search

• Simplest solution

• Can be very ineffective => sometimes it is a problem to 
satisfy constraints

• Often combined with repair operators [5] or problem-
dependent solution [4]
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Single-objective methods
• Penalty functions

• Changes value of objective function based on satisfying 
constraints (± Lagrange multipliers)

• Division:

• Inner: penalizes valid solutions closed to the 
constraints’ boundary => worst solution that death 
penalty

• Outer: penalizes only violating of constraints
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Penalty functions
• General description:

where

• α and β are usually 1 or 2

• λ(τ) is usually increasing with time τ => so-called dynamic
penalty (oppositely to static)

• See [2] and [3] for more information
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Multi-objective methods
• Modern method to solve constrained problems proposed 

in [1] 

• Does not change value of objective function

• Constraints are added as another objectives:

optimization problem with constraints =>

multi-objective problem without constraints

• Thanks to Pareto dominance – solutions are compared 
based on constraints violation

• Often much easier formulation of the problem

• Computational difficulty => actual research
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A humble plea. Please feel free to e-mail any suggestions, errors and
typos to matej.leps@fsv.cvut.cz.
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