fes

CZECH TECHNICAL UNIVERSITY IN PRAGUE

Faculty of Civil Engineering
Department of Mechanics

Creep and Shrinkage of Concrete
Subjected to Variable Environmental Conditions

DOCTORAL THESIS

Ing. Petr Havlasek

Ph.D. programme: Civil Engineering
Branch of study: Structural and Transportation Enginegrin

Supervisor: Prof. Ing. Milan Jirasek, DrSc

Prague, 2014



CESKE VYSOKE UCENi TECHNICKE V PRAZE

Fakulta stavebni
Thakurova 7, 166 29 Praha 6

PROHLASENI

Jméno doktoranda: Petr Havlasek

Nazev disertacni prace: Creep and Shrinkage of Concrete Subjected to Variable
Environmental Conditions

Prohlasuji, Ze jsem uvedenou doktorskou disertaCni praci vypracoval/a samostatné
pod vedenim Skolitele prof. Ing. Milana Jiraska, DrSc.
Pouzitou literaturu a dalSi materialy uvadim v seznamu pouzité literatury.

DisertaCni prace vznikla v souvislosti s feSenim projektu:

v Praze dne 9.5. 2014

podpis



Abstrakt

Tato prace je zaméfena na numerické modelovani dotéai a smrvani betonu vystaveného
proménlivym podminkam okolniho prostfedi. Pizké relativni vihkosti dotvaruje beton méné
nez pfi piném nasyceni, ale v prlibéhu vysychanvalolje vice. ZvySena nebo proménliva
teplota rovnéz vede ke zrychleni dotvarovani.

Model zaloZzeny na teorii solidifikace a mikropfedp@diPS) je jednim z fyzikalné motivo-
vanych materialovych modelll pro popis dotvarovasiragovani betonu, které zohlednuji vliv
teploty a relativni vihkosti. V porovnani s modely z narekteré pracuji s priimérnymi hodno-
tami na Urovni prifezu, je tento model uren pro Uroweterialoveho bodu. Timto pfistupem
je mozné verngji vystihnout rozloZeni napéti v kbakci. Vlastnosti modelu MPS jsou hlavnim
predmétem této prace. V praci je identifikovana fagldadnich nedostatkli modelu MPS a jsou
predstaveny moznosti vedouci k jejich odstranénip&ovnani s experimenty vykazuje model
MPS opacny vliv velikosti vzorku na dotvarovani spdeswvysychanim, pfilis vysokou poddaj-
nost pfi opakovanych teplotnich a vihkostnich cyklechfilis vysokou citlivost na konkrétni
volbu relativni vihkosti zapeceténych vzorkd.

Nejprve byla fidici rovnice modelu MPS ekvivalentnéfprmulovana a zjednodusena.
Nasledné byl model zdokonalen a jeho chovani bylaenéna klasickych experimentalnich
datech z literatury. Model byl naimplementovan do korgeprvkového programu OOFEM,
ktery ma otevieny zdrojovy kod a je vyvijen na Katediechaniky Fakulty staveb@\VUT
v Praze.

Po kalibraci na experimentalnich datech byl model pguz analyzu skutecné konstrukce -
vysychajici betonové podlahy. Vysledky analyzy rexanji, Ze pfedevSim vztah mezi smrsténim
a relativni vihkosti vyzaduje dalSi vylepSeni. T@nztah bohuzel zatim nelze s dostupnymi
experimentalnimi daty jednoznacné popsat. V pracojsméz zpochybnén inzenyrsky pristup
pro aktualizaci smrsténi vychazejici z vysledkaitkodobych méreni.

Klitowa slova: beton, dotvarovani, smidgv/ani, vysychani, mikropredpéti, konetné prviu-
merické modelovani



Abstract

This thesis deals with the numerical modeling of concre¢eprand shrinkage at variable en-
vironmental conditions. At lower relative humidity cont@ecreeps more slowly than at full
saturation but during drying it creeps faster. Creep is atstelerated at elevated temperature
or by temperature variations.

One of the physically based models for concrete creep amuksige that takes into account
variable temperature and humidity is based on the theoryiofoprestress and solidification
(MPS). Unlike the MPS model to the models from the design saakich use the average
cross-sectional approach, the MPS model operates at theiatgdoint level, which makes it
possible to capture the stress distribution more readiltyic Assessment of the MPS model
is the main topic of this work. Several severe deficienciethisf model have been identified
and appropriate remedies have been proposed. Comparifg texperiments, the original
formulation of the MSP model exhibited the opposite siZeafon drying creep, spurious
sensitivity to the particular choice of relative humiditgdaexcessive compliance during the
repeated cycles of temperature and relative humidity.

First, the model was reformulated, making the governingaiqus simpler yet equivalent.
Afterwards, the model was improved and validated on tymgaimples from the literature. The
MPS model was implemented into the open-source finite elepaskage OOFEM developed
mainly at the Department of Mechanics, Faculty of Civil Bregring, CTU in Prague.

The model was calibrated on the experimental specimensaftedvards applied in the
analysis of a real-world structure - a concrete floor subgkt¢d drying. The results indicate
that even the improved model needs further improvementrdeyy the relationship between
shrinkage and relative humidity; however, this relatiopstannot be uniquely identified from
the currently available experimental data. The engingeapproach of shrinkage updating
based on short-time measurements has also been questioned.

Keywords:concrete, creep, shrinkage, drying, microprestressefeigments, numerical mod-
eling
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Notation

Lowercase Latin symbols

Symbol Unit Description

a kg/m? aggregate content in the concrete mixture
c kg/m? cement content in the concrete mixture
c kg/ms permeability

c JikgK specific heat
fer MPa characteristic compressive strength
fem MPa mean compressive strength
fem.2s MPa mean compressive strength at the age of 28 days
fi MPa tensile strength of concrete
h — relative humidity (of pores)
Reny — relative humidity of the ambient environment
ksh, — shrinkage constant - MPS theory
Moy kg water mass
my kg mass of the dried solid

P Pa pressure
Dsat Pa saturation vapor pressure
D, P - exponents - MPS theory
q W/m? heat flux
q1—(4 MPa ! basic creep parameters - B3 model
t day time

te day equivalent time

t, day reduced time

ts day reduced microprestress time
t day age at loading

to day age at the end of curing, age at the beginning of drying
t day duration of loading= t — ¢/

u — moisture ratio

w kg/m? moisture content

w kg/m? water content in the concrete mixture
w/c — water-to-cement ratio by mass
W, kg/m? content of evaporable water
Whrozen  KQIM? content of frozen water

wy kg/m? moisture content at free saturation




Uppercase Latin symbols

Symbol Unit Description

C 1/Pa specific creep
C(p) m?/s diffusivity of concrete

D m effective thickness

E GPa modulus of elasticity or spring stiffness
Ey GPa asymptotic modulus of elasticity
E.(t) GPa secant modulus of elasticity at time t
E.; GPa tangent modulus of elasticity
E. s GPa modulus of elasticity at the age of 28 days
Eayn, GPa dynamic modulus of elasticity
Gy N/m fracture energy
H — Heaviside function

H Nk total enthalpy
J(t,t) MPa! compliance function

J kg/m?-s water mass flux density
Jp MPa ! compliance function for basic creep
Jy MPa ! compliance function for purely viscous part of creep
Jy MPa ! compliance function for viscoelastic part of creep
Jy kg/m?-s vapor diffusion flux density
Ju kg/m?-s liquid water flux density

Q W/m3 heat source or sink
Q./R K activation energy for the hydration process
Q./R K activation energy for the processes in the microstructure
Qs/R K activation energy for the microprestress relaxation
R(t,t') MPa relaxation function

S MPa microprestress
Sw kg/m?- s moisture source or sink
T °C, K temperature, absolute temperature
T K reference (room) temperature
Vi m? water volume
Vipores m3 volume of pores
Viot m3 total volume




Greek symbols

Symbol Unit Description
Qe - constant - MPS theory, hydration
Q. — constant - MPS theory, rate of bond breakages
Qg — constant - MPS theory, microprestress relaxation
ar K1 coefficient of thermal expansion
) m?/s thermal diffusivity

€ — strain

Ee — creep strain
Eer — cracking strain
e — elastic strain
Ef — flow (purely viscous) strain
€y - visco-elastic strain
Esh — shrinkage strain
eT — temperature strain
Esh.a — autogenous shrinkage strain
Esh.d — drying shrinkage strain
Eshou — ultimate shrinkage strain
n Pa-s viscosity
ul: Pa-s viscosity of the aging dashpot in the MPS model
A W/m-K thermal conductivity
s Pa'l st constant controling fluidity - MPS theory
v — Poisson’s ratio
W — damage

p kg/m? density
Pdry kg/m? dry material density
o MPa normal stress
T S retardation time
Tsh S shrinkage half-time
Tw S drying half-time

® — creep coefficient
Voo — ultimate creep coefficient
® MPa ! non-aging creep function of the C-S-H gel
AWy kg/m? ultimate moisture loss at given relative humidity
\Y% gradient operator
V. divergence operator




Introduction, Motivation & Goals 1

1 Introduction, Motivation & Goals

Even though the importance of rheological properties otoete in structural design has been
known for many decades (see examples in Fig. 1.1 and 1.2yutihent civil engineering prac-
tice of designing ordinary reinforced-concrete strucgusgocused mainly on the first ultimate
state (ULS) — the ultimate load-bearing capacity — and ofeny simplistic methods are used
for the second ultimate state — the serviceability limites{®LS).

PONT du \llm)lu AL u!l ule i \Lll{l IVSSINET, In nrdlps [ nils el G
l nriland \:rill 19! M I!,HIUIML.{III T f‘. de VORED ]1 ils
FIRISE

IER \J :\I

Figure 1.1: Veurdre bridge over Allier (1911-1912) designed by E. Fsaet [1], flattened three-span
arch concrete bridge with central span 72.5 m; increasifigaimns caused by shrinkage and creep (12
- 13 cm in three years); problem solved by additional thrask$ in the center of the arches.

Figure 1.2: Bridge at Villeneuve-sur-Lot (1914-1920) designed by EyBsinet [1], plain concrete arch
bridge with 96m span; decentering jacks at the crown inttedwalready in the design phase.

The latter limit state covers criteria which are necessanyttie functional and intended
purpose of the structure, as well as for the occupants’ canifery often, only the most com-
mon criterion — the ultimate deflection (deflection/spaiojat is considered, keeping the other
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conditions, such as the criteria on crack width or strudtuilarations, unresolved. Meeting

the requirements of the first limit state does not esseptaétan that the second limit state is
fulfilled. Certainly, considering only the ULS can save agrtamount of money during the

construction process; the same amount or even more will bessary after several years for
inevitable maintenance and repairs.

In the structural design, very often, only the linear comagion is performed and only the
“active loads” are considered. In linear analysis indileetding caused by temperature and
shrinkage cannot be applied realistically. According ®dlsign codes, concrete is assumed to
have zero tensile strength, but in the numerical computatiloe tensile stresses (caused by the
shrinkage or thermal contraction due to cooling) are tratieth (E.g. assuming that the homo-
geneous restrained member with Young'’s modulus 30 GPakst#i x 10~¢, tensile stress of
9 MPa develops, which naturally cannot be transmitted;wioisld lead to crack formation and
development, which in turn makes the linear analysis inaymate for the purpose.)

Shrinkage is sometimes considered in the design of the flabs {Figs. 1.5, 1.6), un-
derground monolithic walls (Fig. 1.3) or “white tanks” — werdround waterproof concrete
basement system without additional hydro-insulationddi#g. 1.4). The presented pictures
indicate that even nowadays the taken measures do not lexdesired effect. The technologi-
cal (concrete class, cement type, additives, admixturesiyoctural measures (e.g. “shrinkage
stripes”) are often preferred to additional reinforcem&fetry often, the problem is not the qual-
ity of the material but the poor knowledge of the materialdebr. For example in the design
of the white tanks, in contrast to the ordinary structurahmbers, the higher class of concrete
does not necessarily mean better performance.

Figure 1.3: Shrinkage cracking in a cantilever retaining wall (reicfedt concrete of thickness 400/250
mm).

Comparing to shrinkage, the other time-dependent phenomelmaracteristic of concrete
— creep — does not necessarily cause problems if properlgidened. One beneficial effect
of creep is the relaxation of stresses induced by the ab@rgiomed shrinkage strains or by
the support movement of statically indeterminate stri=tu©On the other hand, creep leads to
bigger deflections, in slender compressed structures aa@e@ven cause collapse due to the
delayed buckling. Creep reduces forces in the prestresainlgs and is also responsible for the
stress redistribution from concrete to reinforcing steglich can eventually start yielding (e.qg.
columns in high-rise buildings). Creep is often resporesibt the excessive bridge deflections
[21].

Both concrete creep and shrinkage depend on the develomherdisture distribution in
concrete, which in turn depends on the environmental huyitimperature, on the size and
shape of the concrete member as well as on the highly noarluthependence of concrete dif-
fusivity on relative humidity. Moreover, temperature atgldhanges influence creep.
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@ O) ® O] ® @l@ = © - © - -
Figure 1.4: Shrinkage cracking (average crack width 1 mm) in a slab fatiod designed as a white
tank (thickness 400 mm, concrete grade C30/37, bottomameiamentz 12/200 mm and togr10/200
mm).
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Figure 1.5: Cracks in the bottom surface of the floor slab (thickness 2&{) average crack width 0.2
mm); cracking caused by concreting in hot weather and byikgepe structure unsheltered for 3 years.

Sometimes the effects of elevated temperature are cossidbut only in relation to the
ULS; the effect of elevated temperature or temperatureesyoh the concrete creep or the
development of concrete maturity is usually neglected. i@k, some nuclear reactor vessels
or prestressed bridges suffer from excessive deflectiopsestress losses caused by thermally
accelerated creep.

Significance of the thermally induced creep is declared byntimber of extensive research
studies and projects from the 1960s and 70s e.g. [66], [7Q], [51] when the nuclear industry
experienced a boom in the USA.

The main goals of the thesis are to

e make a review of the existing models for concrete creep andkstge with regard to
ambient conditions;

e present, apply and calibrate models for moisture and tesyer transport including the
choice of boundary conditions;
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Figure 1.6: Cracking (partially due to shrinkage) in the top and the dratsurface of the floor slab in
underground garages accompanied by excessive defledtioosréct design of reinforcement).

e critically assess the performance of the material modeddbas the theory of solidifica-
tion and microprestress and to propose its improvementéssary;

e revise the existing methodology for shrinkage updatingedasn short-term measure-
ments;

e develop and implement a universal and realistic materiadehéor concrete creep and
shrinkage with possibility of tensile cracking, applioal real structures
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2 Introduction to Creep and Shrinkage

It is generally accepted that the total deformation of ceteccan be decomposed into the in-
stantaneous and delayed components, or into the stregseddinstantaneous deformation and
creep) and stress independent components (shrinkage hingywermal strains).

2.1 Elastic modulus

The instantaneous deformation is characterized by the yYowdulus and Poisson’s ratio. The
initial Young’s modulusE,; is defined as the tangent modulus of elasticity at the orifih®
stress-strain diagram. Its approximate value corresptmdise slope of the experimentally
measured unloading branch in the stress-strain diagraaingok from the static loading test
[48]. This loading test is performed on cylinders subjedtedniaxial compression, loaded to
specified fraction of the mean ultimate compressive strerigt(33 % (British Standards) —
40 % (ib [48], American Society for Testing and Materials (ASTM)).

Sometimes it is more convenient to use the secant modulusvhich includes also the
plastic and creep strains. This modulus can be estimated thhe same experiment &s,. It
corresponds to the slope of the line connecting the origihthe point of 40 %f.,, (or different
value according to the code specifications) of the loadimadin of the stress-strain diagram.
The Eurocode 2 [91], uses this approach and does not ussd mibdulusE,; at all.

The interpretation of the “instantaneous deformation”mhige misleading; based on obser-
vations, it is almost impossible to accurately split theodefation into the instantaneous and
the delayed part. To make a practical distinction betweeniristantaneous and delayed de-
formation, the deformation occurring during loading i(fr the engineering point of view)
considered as elastic, while the subsequent deformatidalaged.

The stiffness of the concrete grows as the duration of lgadecreases, for load durations
approx.10~" day, the corresponding modulus is denoted as the “dynamitutus”, £,,,,, and
for the loading duration§ — t') approaching zero, the modulus is called “asymptotig’,

The modulus of elasticity is closely related to the compwesstrength of concrete. Time
evolution of the compressive strength and the hydratiomeserg similar. The hydration degree
is influenced by several factors, such as cement type, wasgment ratio, curing and envi-
ronmental conditions, additives, admixtures and time. |1&vated temperatures the hydration
reaction is accelerated and the compressive strength (@sticenodulus as well) grows faster;
on the other hand, the final value of the compressive strefagith elastic modulus) is lower.
The reduced value of the compressive strength is probablyechby lower hydration degree.
Due to the accelerated hydration reaction, the hydratiodymets do not diffuse uniformly in the
cement paste and remain non-uniformly distributed onlhaicinity of the cement particles.
This phenomenon is taken into consideration infthdlodel Code [49], see Section A.14

According to reference [72], the final value of elastic maguis strongly temperature-
dependent. At temperatures below zero, its value is hidrer &t room temperature, on the
other hand, with increasing temperature it almost lineddgreases (starting from approx.
100°C). However, in the range 21-9€ there is no significant change in elastic modulus.

For prediction of the elastic modulus, the design code®dhice expression, according to
which the modulus is related to a certain power (ACI %iB,1/3) of the mean compressive
strength multiplied by a correction factor related to thgragate type or density. Since the
aggregates usually have higher modulus of elasticity thanhiydrated cement paste (except
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light-weight aggregates), a higher aggregate content ntrebe mixture results in a higher
modulus of elasticity.

2.2 Poisson’s ratio

In the linear stress range, the Poisson ratiasually lies in the interval from 0.14 to 0.26
(according to [48]), and from 0.15 to 0.22 (according to )72jery often it is taken as 0.18 or
0.2. It is assumed that its value does not evolve in time (afs®except fresh concrete before
hardening). Therefore, for the same loading, the ratio betwthe lateral and longitudinal
strains is the same for both elastic and creep deformation.

2.3 Creep

Creep refers to the stress-induced delayed deformation.

Concrete creep has many beneficial as well as negative asp€ctep reduces stresses
due to the differential (or restrained) shrinkage or terapee, which leads to less pronounced
cracking; in statically indeterminate structures creapuoes stresses caused by support settle-
ment. On the other hand, creep leads to bigger deflectiodsnatender compressed structures
can even cause collapse due to the delayed buckling. Crdape® forces in prestress cables
and is also responsible for redistribution of stressesitdarcing steel, which might start yield-
ing.

Creep can be considered as linear (principle of superpasitolds) if the (compressive)
stress does not exceed 40-60% of the mean compressivetstorogpncrete and 80-85% of
mortar. Nonlinear creep at excessive stresses is mainedaoy microcracking close to the
aggregates.

The creep deformation is usually additively split into thmasic” creep (sometimes called
“true”) and the “drying” creep component. Basic creep refer the deformation of a sealed
concrete member (i.e. no moisture transfer to or from theosmding environment) and at
room temperature. Additional creep caused by drying (meogsthanges in general) or elevated
temperature is referred to as “drying creep”. Similarlyhoiiskage, drying creep is assumed to
be bounded.

To determine the basic creep experimentally, usually ogferfing to geometry not quan-
tity) specimen is sufficient. In case of pronounced autogsrshirinkage characteristic of mod-
ern concretes, two specimens are necessary: one speciatgdland the second stress-free;
basic creep is then the difference of the measured straimsilas procedure can be used to
determine the drying creep: shrinkage is measured on théod-free drying specimen, basic
creep is measured on loaded and sealed specimen, and fiasitydnd drying creep and the
shrinkage deformation on the last one. The dimensions aliyiag specimens must be equal,
sealed specimens can differ.

Concrete creep is influenced by all its constituents as wdllahe loading time, its duration
and environmental conditions. Very generally, the usedsttuents, the type and duration of
curing and the age of loading affect mainly the amplituderekep, while the environmental
conditions affect not only the amplitude, but also the tiregelopment of creep. Concrete
behaves as an aging viscoelastic material. Earlier agedirlg and longer duration of loading
increase creep (see Fig. 2.1).
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Figure 2.1: Influence of the loading age on the compliance function asrteg in [45]; all specimens
were sealed.

Aggregates usually do not creep and are stiffer than theatgdrcement paste. Therefore,
a higher content of stiffer aggregates of bigger notionz¢ sicts as a powerful restraint and
the concrete creeps less. Creep is related to the contertnuérd paste, but the relation is
not linear [72]; however, reference [47] recommends propoality as a first approximation.
Other relevant factors are: type of cement and its finenestgrvo-cement ratio, compressive
strength, stress-strength ratio, admixtures and addijtaugd of course environmental conditions
and size of the structural member.

2.3.1 Influence of the ambient relative humidity and tempergure

Concrete creep is influenced by both ambient relative huynatid ambient temperature. If
a concrete member is placed in the environment with a lowlative humidity, it will start
drying. The drying rate depends on the size (see Fig. 2.3shagde of the concrete member
and on the concrete diffusivity. Until the relative humyddf the pores is equilibrated with the
environmental humidity (and perhaps even later), conaeteps more than if it were sealed,
see Fig. 2.2. On the other hand, the rate of creep of preddedrete is lower than the creep
rate of sealed concrete. It seems that creep is influencedgighe rate of drying.
Temperature influences concrete creep in a similar way. Tgteehthe temperature, the
higher the creep rate, see Fig. 2.4 and 2.5. Sudden chantggsperature or its other (cyclic)
variations lead to a further increase in creep rate, see2ftg. As was mentioned previously,
a higher temperature accelerates the hydration reactidrtrars leads to a faster growth of
stiffness but the final value of the stiffness/strength islen compared to normal conditions.

2.3.2 Creep in compression, tension and bending

Since the concrete is used mainly in compressed structweaibars, most of the creep tests
studied creep on the laboratory specimens subject to casipre Creep in tension and bending
has always been assumed to be the same as in compression epeeiments in compression
are also easier to carry out and the compliance function earabily expressed as a difference
between the total deformation measured on a loaded speeintethe deformation measured on
an unloaded companion specimen divided by the loadingsstf&®ep in tension and bending
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Figure 2.2: Pickett [79] measured prismatic concrete beams subjectedrtding; B = sealed specimen,
unloading, reloading + drying; C, E, F = cured until loaditften drying; D = drying and wetting cycles.

is harder to separate from the total deformation since icefyat unknown) portion of the total
deformation is represented by the cracking strain. Tersgep of young concrete is even
harder to measure and the scatter of the experimental sasujuite substantial. This is due
to the fact that the creep strain in tension is of the oppasife and similar magnitude as the
autogenous shrinkage which develops mainly during thedegeral days of hydration.

Many publications from the last several years examinedpciedension and bending in
relation to the creep in compression [85] [86] [41] [75] [§23]L] [90] [83]. The summary
presented in [61] indicates that no unanimous conclusiarbeadrawn.

To start with, reference [90] studied basic creep of coecietcompression, tension and
bending. The 28-day compressive strength was 39.9 MPa an@isile strength at the same
age was 2.4 MPa. The concrete mixture contained 340 kgfroement, 184 kg/mof water
(w/c = 0.54), and 1811 kg/trof aggregates; no other additives or admixtures were used. T
autogenous shrinkage was almost negligible. At the age di§4 the specimens were loaded
to 50 or 70 % of the concrete strength. Tensile creep speasienwed almost no nonlinearity
and the specific creep in tension after 30 days was about /3 @f the specific creep in com-
pression measured at 50 % and 70 % of strength, respectidelyever, in bending (4-point
bending, L = 60 cm, H = 20 cm) the axial strains were symmadteabaut the center of gravity
which indicates the same creep both in tension and compresBhis difference was explained
by the size-effect on basic creep in tension. Such a siasteffas presented in [75] but only
on beams loaded at 80% of the instantaneous carrying cgpaeitay beyond the linear creep
range. More results with the same concrete as in [90] areepted in [85] which shows that
the creep of the drying specimens is in tension and comressry similar. In this study the
specimens loaded in tension had different diameter (13 kbar) tor compression test (16 cm).
This should not play any role in case of basic creep but it @mftes the rate and the magnitude
of the drying creep. The same concrete was used in [86]. Tdpempresents a link between
the creep in general and the cumulative amount of microangckhis relationship being al-
most linear. The microcracking was detected using the aicoeission sensors. However,
the stress/strength ratio used in the experiments of thdyswtas in the range 0.54-0.8 which
exceeds the limit of the linear creep 0.4. The higher was tfess the better was the agree-
ment of the linear relationship. The same reference presetiteory based on microcracking
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Figure 2.4: Compliance function at elevated temperature reported byidendant et al. [66], (a) t' =
28 days, (b) t' = 90 days.

which tries to clarify the differences between the magretofithe basic creep in tension and
compression.

References [82] and [81] focused on basic creep of HPC (c k¢06*- CEM | 52.5R, w =
178 kg/n? (w/c = 0.45), a = 1803 kg/m superplasticizer 2.2 kgffhwith compressive strength
69.7 MPa and tensile strength 3 MPa. The specimens wered@&®% of the compressive or
tensile strength at the age of 28 days. The specific creepsiotie was increasing up to approx.
10 days with the maximum value<40~% MPa~! (1/3 of the specific compressive creep at that
time) and then decreasing at constant rate; zero specigp as@as crossed at 70 days after
loading. During the first 5 days of loading the specific craepending was almost the same
as in tension and afterwards its rate was the same as in cesnpne The autogenous shrinkage
recorded since the age of 28 days was increasing approxymetearly with the maximum
value 15 x 10~% after the additional 80 days. However, the experimentalsmesments for
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Figure 2.6: Mechanical strain for one and six thermal cycles and (aesespecimens (b) drying speci-
mens; experimental data from [51].

tension and bending exhibited rather high scatter.

Creep of concrete at early age in compression and tensiarcigwkented in [41], here the
kinetics as well as the creep rate was found to be very similar

In [83] the specific basic creep in compression and tensi@ra@ognized to be in the ratio
approximately 2:1. The concrete mixture was the same as™BiL[67], concrete cylinders
13 x 50 cm were loaded at the age of 90 days, but the creep experimahnohnly 6 days (3
days loading and 3 days creep recovery).

Even though the ratio between the specific creep in compmressid tension might be quite
high, the ratio between the compliance functions (when 4/&dided to the specific creep) is
much lower. E.g. for [90] the ratio of the specific creep (coeggion:tension) was approx-
imately 3:1, but the compliance functions are in ratio 1.3ld most concrete structures the
overall structural behavior is governed by the behaviorampression, therefore the compli-
ance function in tension can be taken the same as in compmnessi
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2.3.3 Different ways for creep description

There are three ways to express stress-induced delayedr@dgion. The first one, in engi-
neering practice most common, uses the so-called “credfiaiest”, ¢(¢,t') [-] (usually 0-6),
which relates the creep deformationto the instantaneous deformation For constant stress

ec(t) = p(t,t')ee (2.1)
The total deformation caused by constant stfeasting since time' is then

4t t)
S(t) = &¢ + QD(t, t/)ge = UT@’)

(2.2)
(In several design codes, the instantaneous modulus igoeglby the secant moduliés or
even by its value at the age of 28 day5.s.)

The second approach (widely used in the U.S.) expressestaged deformation in terms
of “specific creep”C(t, t") [1/Pa], which has a meaning of the delayed deformation chbge
a unit stress.

e(t) =cctec(t)=0 (ﬁ + C(t, t’)) (2.3)

The last approach is based on the “compliance functiditZ,¢’) [1/MPa]. This function
corresponds to the total strain caused by a constant uedisséicting since timeé.

e(t) = e+ e.(t) =aJ(t,t) (2.4)

The conventional elastic modulus at agdoes not even have to be part of a compliance func-
tion, but it can be evaluated as

E.(t") =1/J( + At, 1) (2.5)

whereAt is usually taken as 0.01 day or 15 minutes.

2.4 Shrinkage and swelling

Shrinkage and swelling refer to a gradual change in volunieglwis not caused by external
stress. Shrinkage or swelling can be categorized accotditgyorigin into the plastic shrinkage
(physical origin), autogenous shrinkage (physical organsed by chemical reaction), carbon-
ation shrinkage (chemical origin) and drying shrinkage awelling (physical origin). These
types of shrinkage have different magnitude and develderéiftly in time. Free (unrestrained)
shrinkage means that it can fully develop and the concretabmeeis stress-free. On the other
hand during restrained shrinkage macroscopic stressesogevConcrete member can be re-
strained externally (e.g. fixed supports) or internallg(&lrying shrinkage in concrete beam —
restraint is its planar cross-section resulting in a noifieam stress distribution).

Shrinkage and swelling is believed to be bounded. This ide&cepted also in all design
codes and recommendations (known to the author) exceptlf20@ model [54], see Section
Al12.
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2.4.1 Plastic shrinkage

Plastic shrinkage refers to the concrete contraction whisnn a plastic state. It origins from
the surface water loss caused by concreting in inapprepeiatironmental conditions or due to
the moisture migration to neighboring dry material (old c@te or soil). This type of shrinkage
can result into considerable surface cracking; the cracgattern is (comparing to the plastic
settlement cracking) usually randomly oriented. This tgpshrinkage and resulting cracking
can be prevented if the amount of evaporated moisture ddesxaeed the amount provided
by “bleeding” (the limit value is considered 1 kg/intherefore concreting should take place at
high relative humidity, low wind speed and temperature oAtee higher the content of cement
and fine aggregates and the lower the water-to-cement taéonore prone is the concrete to
plastic shrinkage.

2.4.2 Autogenous shrinkage

During the cement hydration reaction the unhydrated cemsaets with the mixing water cre-
ating hydration products (mainly calcium silicate hydsagsd calcium hydroxide) and heat.
The hydration products have slightly smaller volume thanrdactants — this decrease in vol-
ume is referred to as a chemical shrinkage. The chemicalksge is partially restrained by
the solid phase composed of the hydration products. Thidtsds emptying of capillary pores
and in the drop of relative humidity (so called internal diyior self-desiccation) and in the
simultaneous increase of capillary tensile forces. Theseet cause the bulk contraction re-
ferred to as an autogenous shrinkage. The autogenous ageing&omparing to the other types
of shrinkage, occurs even in completely sealed concreter(@ moisture transfer to or from it)
and is not differential (the same magnitude on the surfaddrathe core of the specimen). Of
course, in massive structures, the autogenous shrinkagkegalop differently across the cross-
section owing to the hydration heat which is produced. Theeggted temperature additionally
accelerates the hydration reaction and thus acceleraesitbgenous shrinkage.

The typical values of the autogenous shrinkage of an orgdinancrete ¢/c > 0.4) are
almost negligible (approximatelyd) x 10-°) compared to the magnitude of the drying shrinkage.
The decrease in relative humidity of pores of the sealedisss is called a self-desiccation.
In ordinary concretes the final value is usually taken as 92 ®&8t%. However, in the high-
performance concretes with very low water-to-cement filigoautogenous shrinkage cannot be
neglected, it can even exceed the drying shrinkage. In tt@seretes, the relative humidity of
the pores can decrease only due to self-desiccation to 70 %.

In older design codes, the autogenous shrinkage was né¢drea was lumped with the
drying shrinkage. However, for modern concretes it is nemgsto consider it separately. The
reason is its higher magnitude and the time evolution difiefrom the evolution of the drying
shrinkage. (In the Model Code, the autogenous shrinkagkdwsconsidered since 1999 [47].)

2.4.3 Carbonation shrinkage

The carbonation shrinkage [72] is accompanied by two chaiméactions. In the first one, the
carbon dioxide reacts with water and forms carbonic a€i@, + H,O — H,COs5. In the

stressed areas, the carbonic acid dissolves the crystal@fim hydroxide and creates cal-
cium carbonaté’/,CO; + Ca(OH)y, — CaCO3 + 2H,0, which is deposited in the stress-free
spaces. This process results in higher compressibilityugodlly is treated as shrinkage. This
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reaction is humidity-dependent, the highest reactionigtt 50% relative humidity, while at
full or zero saturation this reaction almost stops. Carbonareaction can lead to misinter-
pretation of the drying shrinkage, when only the weight dase is measured. The reason is
that this reaction results in mass increase (carbon diogidbsorbed) of the concrete member,
while during drying shrinkage the weight is lost. When thisge phenomena are combined to-
gether, at a certain time, there is a very small mass chamgarectly indicating that the hygral
equilibrium has been reached. Carbonation shrinkage isortidered in any design codes or
recommendations.

2.4.4 Drying shrinkage

Comparing the average ultimate drying shrinkage of corare40% ambient relative humidity,
780 x 1079 (negative strain) [3], to the average values of other kirfdhdnkage, it is clear that
this kind is of a major importance. In fact, the phenomenodrging shrinkage was known to
the structural engineers long before creep.

Different relative humidity in the concrete structure andthhe surrounding environment
causes moisture exchange (from higher relative humidity ltwer relative humidity). As the
concrete starts drying, first, the free water from cavitieg hig pores is lost. This leads to a
remarkable weight loss, but only to minor deformations. e drying process continues, the
adsorbed water from capillary pores is being removed, wiashlts in an increase in capillary
tension and causes shrinkage of the hydrated cement paste.

Drying starts at the exposed surface of the concrete menttemgyradient of the relative
humidity is on the boundary initially very high. The core bketmember starts drying after
some delay which depends on its size and shape and the rdtiusivity. The differential
drying leads to a differential shrinkage, which creates a-moiform stress distribution and
eventually can cause surface cracking if the tensile stheisgexceeded.

The drying shrinkage strains are not fully recoverableratewetting, which is probably
due to the newly formed bonds in the concrete microstructure

The magnitude of shrinkage depends on many factors: amteitive humidity, water and
cement content and their ratio, aggregate stiffness, s&eldition and content, additives and
specimen size.

The magnitude of the drying shrinkage is closely relatedhéowater loss, which is bigger
for lower relative humidity of the environment and for higlveater-to-cement ratio. Drying
shrinkage grows with the cement content, because it is snénel hydrated cement products
that shrink. Most of the additives (silica fume and slag) adthixtures (superplasticizers) also
increase shrinkage. Higher content of stiffer aggregdtbgyger notional size act as a restraint
and decrease shrinkage (assuming that non-shrinking gajgseare used). The cement type
(fineness and chemical composition — except cement deficiggpsum which exhibits greatly
increased shrinkage [72]) does not influence drying shgakat concrete, even though it can
influence drying shrinkage of the pure cement paste.

In the large specimens the drying process is slower and emaitself-equilibrated stresses
which are caused by the differential shrinkage become nedesed due to creep (and surface
cracking). Therefore the observed final magnitude of slagekis smaller.

The shrinkage rate depends mainly on the size and shapetieféhickness (see Fig. 2.7)
and volume-to-surface ratio) of the specimen and on theasircture. The shrinkage kinetics
is closely related to the kinetics of the moisture diffusidine so-called shrinkage half-time is
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approximately proportional to the square of the effectivekness.
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Figure 2.7: Evolution of shrinkage strains measured on slabs of vatioigknesses [45].

Shrinkage is also influenced by the type of curing. For examdpking autoclaving (high-
pressure steam curing) the resulting microstructure dfyigeation products is more coarse and
largely microcrystalline with about 0.05 specific surfaoenparing to the ordinarily-cured con-
crete. This results in significantly reduced shrinkage winscabout 1/6 to 1/3 of the shrinkage
of the normally cured concrete [72].

2.4.5 Swelling

Swelling refers to (positive) increase of strain observedancrete and other cementitious ma-
terials (and clays) when placed under water or in envirorimétin 100% relative humidity.
The increase of strain is accompanied by weight gain. Tylgjdhe swelling strain is around
100 x 107S.

When the concrete is submerged, water starts graduallyfiléirge pores, capillary pores,
where it reduces capillary tension and tension in the séel@tith negligible volume increase)
and finally gets absorbed by the hydration products caudmegnal expansion. It is also
adsorbed as the inter-layer water in the cement gel micrcisire.

The codes of practice or other recommendations treat sweti several ways. Either it is
assumed that in 100% relative humidity the shrinkage/smgetleformation is zero (e.g. EC2
[91], ACIs [2], [3]), or in a certain interval of relative hudity of the environment (e.g. from
98% to 100%) its magnitude is described by a linear functigh »ero value at the lower bound
(e.g. models of Gardner, Bazant) or a constant functian (dodel Code 2010 [48].

There are two reasons why the swelling strains can be omitiethe swelling strains are
relatively small 2) the restrained swelling strains indaempression and not tension comparing
to shrinkage.

Swelling can be observed not only at elevated relative hityniglt also at elevated temper-
ature. Thermal expansion of the solid phase (aggregatebyatrdted cement paste) is lower
than the thermal expansion of the adsorbed water. Thistsasutlecrease in capillary tension
and in the origin of swelling pressure.
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3 Numerical Analysis of Creep

In linear viscoelasticity, the time evolution of strain meputed using the integral formula

gmsz@www) (3.1)

whereo is the stress and is the compliance function, which describes the straimaétidue
to unit stress applied at timé For non-aging materialg, would depend only on the difference
t —t', i.e., on the duration of loading, but for aging materialstsas concrete, a more general
dependence must be considered.

For the prescribed strain history, the time developmentrets is expressed by

a@sz@ﬂ&W) (3.2)

whereR is the relaxation function, which describes the stresgwa ticaused by a unit strain
applied at timg’. The analytical evaluation of the integral, such as in eéqug8.1), is possible
only for the simple loading histories and compliance fumas$i. For more complex problems it
IS necessary to use the approximate numerical evaluation.

The two basic types of such solutions [22] are usually refeto as the “integral approach”
and the “rate-type approach”. The first one (older and maeegtitforward) replaces the inte-
gral in (3.1) with a sum and the strain at times evaluated as

tr k—1
e(ty) = / J (b, ) do () = 3 JpiAo (3.3)
0 i=1
with
Ao; = o(tiy1) —o(ti) (3.4)
and ; ;

The final strain is obtained as a sum of the strain incremémsstrain increment from time

t. to trt1 is
k—1

Aep = epp1 — ek = T kD0 + Y (Jer1 — Jii) Ao (3.6)
=1
where the first part on the right-hand side corresponds tonitrement of the instantaneous
deformation and the sum represents the increment of thgetetleformation. The last equation
shows the main drawback of this method — it is very demandmthe computer memory (the
whole stress history must be stored) and the computational t

The second (rate-type) approach is less straightforwatthle memory and CPU demands
are constant during the whole analysis, independently ehimber of time steps. Only the
information of the previous time step needs to be stored g@acted. In every time step, the
same two-step procedure is repeated.

1) The compliance function is approximated by the DiricBlaties corresponding to Kelvin
chain (see e.g. Fig. 3.1); retardation times of such a ctaiald be evenly distributed in the log-
scale. Parameters of the Kelvin chain can be determined tistreast-squares method or from
the retardation spectrum [9], [38] of the corresponding plimmce function. An overview of
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this method and the summary of the recommended formulaetisdanost common compliance
functions in the engineering practice presented in [62].

2) The efficient (exponential) algorithm developed for thelWn chain evaluates the in-
stantaneous stiffness, creep strain and strain increr@@ht(@lgorithm for Maxwell chain is
presented [37]).

In the case that the compliance function is non-aging (iepetding only on the loading
duration) or solidifying (see Section 4.1), the parametéithe Kelvin chain can be evaluated
only once and stored in the computer memory.

El E2 E3
Eq
o |— o
- — —
EH HEA HEH,
T 2 3
€e €y e

Figure 3.1: Kelvin chain composed of three serially connected Kelviiisjrone spring (can be treated
as a Kelvin unit with zero viscosity and zero retardationefjrand one dashpot (can be considered as
a Kelvin unit with zero spring stiffness and infinite retaida time); the total deformation is split into
elastice, and viscoelastie, parts, which are recoverable after unloading, and puredgotis part ;,
which does not recover upon unloading.
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Figure 3.2: Compliance of (a) the individual components and (b) of thelithain from Fig. 3.1
obtained with the following parameter#, = F; = 20 GPa,F, = 10 GPa,F3 = 5 GPa,n; = 20
GPaday, 7, = 100 GPaday, n3 = 500 GPaday, andn; = 3000 GPaday; retardation times of the
Kelvin units arer; = 10 days,» = 100 days andr; = 1000 days (the resulting compliance functions
are evenly spaced on the log-time scale).
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4 Material Models for Modeling Creep and Shrinkage (Ma-
terial Point Approach)

The averaged cross-sectional approach is a very simple amgutationally very efficient
method for the analysis of creep and shrinkage in concretetates and therefore is widely
used in the engineering practice. The idea consists incigjaéhe real behavior of the structural
member by the idealized behavior, which is on average the sard is common for the whole
cross-section. The error caused by this simplification ry wenall for the basic creep. This
method can be also used when the total deformation due toksige or creep is of importance.
On the other hand, more complex phenomena, such as a nararsfress distribution across
the cross-section caused by the shrinkage or the drying caenot be captured correctly due
to the nature of this method (the whole cross-section shrurkformly) and a more general
method is needed.

In the averaged cross-sectional approach the size and siidpe structural member is
reflected using either the volume-to-surface ratio or thevadent thickness. In order to realis-
tically describe the time evolution of the shrinkage andrlyyof the specimens with the same
volume-to-surface ratio and different geometry, the m@&8®eintroduces so-called shape factor.

In comparison to the cross-sectional approach presentédpendix A, the material point
approach enables to realistically simulate more compleeapmena, such as a non-uniform
stress distribution across the cross-section due to sigakdrying creep, transient thermal
creep (TTC), and if the material strength is exceeded, daesitking.

This chapter presents two theories - the Solidification mh¢85], [36] and its extension
to the Microprestress-solidification theory (MPS) [19]0]2[15]. The first theory provides a
model which is embedded in the well-known B3 model and presid physically-based de-
scription of the basic creep and concrete aging. The ldieory extends the first one with the
effects of variable hygral and thermal conditions; it slidog capable of reflecting phenomena
such as the Pickett effect, TTC, or creep at elevated ternpes

The Section on Microprestress-solidification theory alssspnts the model in a novel but
fully equivalent approach which simplifies the original goving equation of the Microprestress-
solidification theory and eliminates the parameters which dut to be redundant.

Verification and assessment of the model based on the @hssita from the literature is
presented in Chapter 6.

4.1 Solidification theory

The solidification theory represents a very powerful tooltfee description of time-dependent
behavior of a sealed concrete. This theory justifies the ddsrdescribing basic creep in the B3
model [10], [13].

As was already mentioned in Chapter 3, for non-aging masetiae compliance function
J depends only on the differen¢e- ¢/, i.e., on the duration of loading, while in real materials,
such as concrete, a more general dependence must be cedsitleis makes the determination
of the compliance function and the integral (3.3) quite diifi.

Solidification theory relates the concrete aging to the @ssmf cement hydration, which
leads to volume growth and densification of the solidifieegriodbnnected hydration products
(mainly calcium-silicate-hydrate gels, C-S-H). It is as®d that the creep of C-S-H is described
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by non-aging viscoelasticity, and aging is caused by thevtjron volume of the solidified
material.

According to the B3 model, the function characterizing tba-4aging viscoelastic response
of the solidifying material is taken in the form

B (t—1) =g In[1+((t—t)/N)"] (4.1)

and the reciprocal value of the increasing function desugithe growth of the volume fraction
of the interconnected hydration products is given by

v () = a+ (M) (4.2)

Here,a, A\, n, m andg, are empirical constants.
The compliance function of the solidifying material is thismroduced in the rate form
written as

: 1 .
Jy(t, )= —D(t -1 4.3

(t.0) = @ =) (4.3)
Substituting (4.1) and (4.2) into (4.3) and integratingg tompliance function for viscoelastic
behavior of material is expressed as

=40 [0l (51

wheregs = ag,. Function( is not available in a closed form but can be computed numigrica
or approximated with an analytical expression. Howevefuiiction ¢ is approximated by
Dirichlet series and the integral form of the stress-stlamis converted into a rate form, the
function does not need to be evaluated at all. In model B3, the varigfleset to 1 day and
the exponents are = 0.1 andm = 0.5.

Since concrete properties change even after the end of tratign reactions (the effective
modulus still increases), a compliance functign(t, ¢') describing this phenomenon must be
added. This term corresponds to an aging viscous dashgw nheological scheme in Fig. 4.1.
Another term

+ @Q (¢, 1) (4.4)

Je(t=t)=qH (t—1) (4.5)

corresponding to a non-aging elastic spring is added inrdodeapture the instantaneous de-
formation. In (4.5)4; is the instantaneous elastic compliance &hi the Heaviside function.
Experiments show that the graph of the compliance functiottgd in the semi-logarithmic
scale approaches a straight line as the load duration tendéirtity. The long-term creep is
captured by the flow term, which is modeled by an aging visdashpot with viscosity

ny () =t/a (4.6)
whereq, is a material constant. After integration one gets the campé function
t ds t
T (4,1 :/ — gl (—) 47
7 (6,1 v 17 (5) Qait\ 5 (4.7)

In summary, the general form of the compliance function fasib creep (i.e. creep of a
sealed specimen; no water is accepted or released) usedds} Bidreads

Jp (t,t) =T (t =)+ J, (8, 1) + T (8, 1) (4.8)
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As already mentioned, parameters ¢, g3 andg, are related to the basic creep and can
be predicted from the composition of the concrete mixtuikishaverage 28-day compressive
strength using empirical formulae [13].

The descendant of the B3 called simply “B4” is currently lgetieveloped by Bazant and
coworkers at Northwestern university. This model uses #messtructure of the compliance
function (4.8) but the prediction formulae are differertitey take into account more factors
and the model is calibrated on an extended experimentabalseef x larger compared to the
original). Most likely, this model will approved as a new FAM recommendation.

The part of the compliance function that contaipsand ¢; is related to the viscoelastic
effects in the solidifying part of the model. In numericahsilations, this part of compliance
Is approximated by the Dirichlet series corresponding tol@ifying Kelvin chain. The stiff-
nesses and viscosities of the individual Kelvin units carcdmeveniently determined from the
continuous retardation spectrum of the non-aging compddanction that describes the solid-
ifying constituent and stored in the computer memory (sithesse parameters correspond to
non-aging compliance function, they are constant).

Using the solidification theory, a method offering a simmkiion for a complex problem is
obtained. An aging compliance function which cannot begrated is replaced by a product of
a non-aging creep function and a function that characteagéng. Aging is taken into account
by simple multiplication by a time-dependent function, efhtan be easily evaluated.

4.2 Microprestress-solidification theory: reformulated version

Microprestress-solidification theory (MPS) [14], [15] af#R] is an extension of the above
model to variable humidity and temperature. Elevated teatpee leads to faster cement hy-
dration and thus to faster reduction of compliance due togdiut it also accelerates the vis-
cous processes that are at the origin of creep and the protessroprestress relaxation. The
microprestress is understood as the stress in the micetsteugenerated due to large localized
volume changes during the hydration process; it is consdlas the stress which acts in narrow
transverse bonds across nanopores in reaction to capaltarglisjoining pressure. It builds up
at very early stages of microstructure formation and thgnadually reduced by relaxation pro-
cesses, which is related to material aging. The micropmsstis considered to be much bigger
than any stress acting on the macroscopic level, and thergfis not influenced by the macro-
scopic stress. Additional microprestress is generatechapges in internal relative humidity
and temperature.

The theory is based on the assumption that if the relativadityrand temperature remains
constant (temperature is equal to room temperature), thergimg equations simplify to the
equations describing basic creep in the form presenteckipitévious section. It is necessary
to mention that even if both theories (solidification theand MPS theory) are based on a de-
scription of the microstructure of concrete, they are notti@xictory but rather complementary,
because they describe different processes.

Under variable humidity and temperature, the MPS theorlaogs the explicit dependence
of the viscosity;; on time by its dependence on the so-called microprestfesshich is gov-
erned by a separate non-linear differential equation. Asudised in [19], high microprestress
facilitates sliding in the microstructure and thus acakes creep. Therefore, the viscosity of
the dashpot that represents the long-term viscous flow iseess to be inversely proportional
to the microprestress. This viscosity acts as a propotiigrfactor between the flow rate and
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the stress. The model is thus described by the equations

d€f
7= T 9
1 —cpSr! (4.10)

Ny

wherev, is a temperature and humidity-dependent factor to be defmél33),c [Pa? s]
andp [-] are constant parameters and> 1. In the original paper, parametgmwas always set
to 2.

The equation governing the microprestress evolution camrligen as

ds N S ds
ngtg ﬁf(S) Csdts

(4.11)

where its left-hand side describes the microprestresgatdtam under constant temperature and
humidity conditions while the right-hand side causes npoestress generation under variable
temperature and humidity. In this equatidndenotes the infinitesimal increase in the instan-
taneous microprestress induced by changes of capillagiaensurface tension and crystal
growth pressure’s is the spring stiffness shown in Fig. 4.1 where it is placegbeedicularly

to the loading direction and transmits the normal stres$ierslip plane. This equation is writ-
ten with respect to the timig which is referred to as theduced microprestress timi can be
linked to the real physical timevia

ds

T s (T, h) (4.12)

and the equation (4.11) becomes

S WS 8
Cs 77f(5) Cs

(4.13)

The concept of microprestress is useful for the theorejtisification of evolving viscosity
and of the general format of governing equations. On therdthed, the microprestress cannot
be directly measured, and a separate calibration of theopriestress relaxation equation (4.13)
and of equation (4.10) describing the dependence of vigcosimicroprestress is difficult, if
not impossible.

Recently it has been shown [63] that the microprestress earoimpletely eliminated, and
the equation (4.13) can be reformulated in terms of visgosihich has a direct physical in-
terpretation. The resulting model is still fully equivaldn the original one, but its structure
becomes simplified, and the role of the model parametersesonore transparent. Another
benefit is the reduction of model parameters which turn obgtm the new version redundant.

From equation (4.10) the microprestress and its time direzaan be expressed as

1

S=(cpnp)™r (4.14)

cp
IL—p

S = ——(cpny)THiy (4.15)
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Substitution of (4.14) and (4.15) into (4.13) yields to

i+ (p—1)(ep)7T snE T = (p—1)Ctbs (4.16)

Under sealed conditions, the evolution of viscogitynust be equivalent with the expression
of the flow term of the B3 model (4.6). At constant relative hdity, the second term on the
left-hand side in (4.16) vanishes and after inserting tme terivative of (4.6) it provides a link
between the model parametég of the MPS theory and the parametgiof the B3 model.

1

Co— ——
° (p—l)q4

(4.17)

The rate of the microprestress generatiaa assumed to have a similar form as the rate of
the disjoining pressure or the surface tension.

&1

§=—
To

Tlnh+T%‘ (4.18)

dTInh)| o
e |

0

whereTj [K] is the room temperature and [Pa] is a constant parameter. Owing to the presence

of the absolute value operator on the right-hand side of8}j4.additional microprestress is

generated by both drying and wetting, and by both heatingcanting, as suggested in [15].
Substituting (4.17) and (4.18) into (4.16), the governiggaion changes to

: h| 2 s
Thhh+T—|nt"' =22
h g qa

(4.19)

. 1 C
ny+(p—1)(cp)T —10

To make it even simpler, a new parameter with the physicahingaof fluidity [Pa !s~!] can
be introduced

ps=cple(p— 1)~ (4.20)

and the resulting equation becomes

Tlnh+T%| (nsny) 7T = s (4.21)

q4

Ny +
d sty

The last two equations show that the former parametarglc; are not independent and can be
replaced by a single parametes. For the standard choige= 2 the entire solution depends
only the product: x ¢, not on the values andc; independently because

s =2ccy (4.22)

The initial condition supplementing the differential etjaa (4.21) reads)s(to) = q4/to,
wheret, is a suitably selected time that precedes the onset of danddgemperature variations.

To capture the influence of relative humidity and tempeggttie MPS theory introduces
three transformed times, which become equivalent to theahgthysical timet in standard
conditions, i.e. at reference (room) temperatlirand under constant relative humidity= 1.0
(different from theh = 0.98 which gives no shrinkage in the B3 model). These times aee: th
equivalent time, representing equivalent hydration period, the reduced tjincapturing rate
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of bond breakages in the microstructure, and finally thecedumicroprestress tintg, and are
introduced in the rate form

O r ) () 4.23)

dt = B (T)Brn(h) (4.24)

di = B (T)Bun(R) (4.25)

where

Ber(T) = exp ( (— — —)) (4.26)
11

Br(T) = exp (% (- 7)) 4.27)
11

Bs1(T) = exp ( ( T )) (4.28)

1

Ben(h) = TR (4.29)

ﬁr,h(h) =, + (1 - ar) h2 (430)

Bs,h(h) = o, + (1 - as) h2 (431)

The transformed times are influenced not only by the histbrglative humidity and temper-
ature, but depend also on the “choice” of activation eneffgyasticular process),./R (tem-
perature influence) and constan{influence of humidity). The recommended values of these
parameters aré)./R = 2700 K, Q,/R = 5000 K, Q;/R = 3000 K, . = 10, o, = 0.1,
ag = 0.1.

Acceleration or deceleration caused by the temperaturerglative humidity can be for
convenience expressed by functions

we(t) = ﬂe,T(T(t))ﬂe,h(h(t)) (432)
Up(t) = Brr(T'(1))Brp(h(t)) (4.33)
Us(t) = Bsr(T'(1)) Bs,n(h(t)) (4.34)

The newly introduced transformed times must be appropyiateorporated into the Solid-
ification theory. The rate of viscoelastic strain becomes

aolt) = (4.35)

with .
e(t) = /0 O [t,(t) — t,(r)] & dr (4.36)

Both shrinkage and thermally induced strains are defineddaynple and linear rate form
Eop = kaph (4.37)

ér = arT (4.38)
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To summarize, the complete constitutive model for creepsdmiohkage of concrete can be
represented by the rheological scheme shown in Fig. 4.Jonksists of (i) a non-aging elastic
spring, representing instantaneous elastic deformagipra solidifying Kelvin chain, repre-
senting short-term creep, (iii) an aging dashpot with véstyodependent on the microprestress,
S, representing long-term creep, (iv) a shrinkage unit,e@spnting volume changes due to dry-
ing, (V) a unit representing thermal expansion, and (vi) idn@épresenting cracking. All these
units are connected in series, and thus the total strairisum of the individual contributions,
while the stress transmitted by all units is the same.

Figure 4.1: Rheological scheme of the complete hygro-thermo-mechaniodel
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5 (Coupled) Heat and Moisture Transport in Concrete

Modeling of moisture transport in cementitious materias many applications, ranging from
predictions of shrinkage (e.g. equation (4.37) in the MPSl@hoand creep (e.g. equation
(4.21) in the MPS model) of concrete to durability of matksrend structures or health issues. A
coupled transport of heat and moisture is a necessity f@lstie assessment of the problematic
details in civil engineering.

As has been shown earlier, temperature influences amongsdtie creep rate and the
concrete maturity. Non-uniform temperature field in thessrgection leads to the non-uniform
distribution of the normal stresses, which can initiatekiiag. The high temperature gradients
can be observed in the massive concrete structures whersedcdy the hydration heat, the
temperature in the core can exceed®60 High gradients of temperature can be also produced
by the sudden changes in the environmental conditions Yive@v after a hot sunny day).

In the last five decades, many models for simultaneous ma&adiheat and moisture trans-
port in concrete and other porous materials have been gmalsee e.g. [56], [67]. The latter
model (much simpler than the former) is briefly describedeot®n 5.4.

A simple comparison of the typical values of the heat and tapesdiffusivity of concrete
reveals that these two processes occur at different ratdmiténg a certain error, these pro-
cesses can be solved as decoupled. If there temperatutergreedsmall, the heat transport
does not have to be solved at all.

One of the most frequently used models for moisture transpas proposed by Bazant and
Najjar [39] forty years ago. This model is presented in $#ch.2. This model provides quite
accurate predictions of the time development of the redativmidity in concrete structures
while its formulation still remains simple enough for thegereering practice. For these rea-
sons the model has been recommended in a prestandard dddiodel Code, see section
5.1.12.2.1 - Diffusion of water in [48].

The governing equations for the heat transfer and the tifpiapplied boundary conditions
are presented in Section 5.3.

5.1 Moisture in concrete

The amount of moisture in the porous materials can be exguesseveral ways. The first one
uses the so-called “moisture ratia[-] or [%] defined as a mass fraction of evaporable water
to the dried solid.

My
u =

(5.1)

ms
The second option to express moisture quantity is by meansoafture contentw [kg/m?],
which is defined as the mass of evaporable water per unit v@hfrthe porous material.

(5.2)

w

B %ot
Moisture content can be easily computed from the moisture ead the dry material density
as

W = UPdry (53)
The degree of saturatiof[-] is defined as a volume of water per unit volume of pores
Vi Vi
S = (5.4)

‘/pores B Vw + ‘/air
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The relative humidity is defined as a ratio between the gatessure of water vapor and
its saturation pressure

4
psat<T) (55)
Compared to the previous definitions, the relative humidifgrs more to the state of water at
equilibrium than to the water quantity.

In concrete, water can be found either as chemically bourtddrsolid phase, physically
bound (adsorbed) to the solid surface, in form of a water vapite pore system, or as a liquid
pore water. The two most important examples of sorption lagestirface adsorption and the
condensation in capillaries and gel pores; the first one asadteristic for the lower range of
relative humidities while the latter is typical for higheHR

Surface adsorption was first described by Langmuir, but famlgne layer of water molecules
(monomolecular sorption, 2 parameters). The model was éxtended to multilayer adsorp-
tion by Brunauer, Emmett and Teller covering the range aitiet humidity up to 40% (BET
equation, 2 parameters). The next milestone was Dent'siequahich is used for the extrapo-
lation from the lower range of relative humidity (only adstion) to the higher relative humidity
(adsorption + capillary condensation); this equation hasa parameters.

Two types of adsorbed water can be distinguished: free amdehéd. The hindered ad-
sorption develops in nanopores with diameter less than 1@rwaolecules£ 2.7 nm). This
restraint is the origin of the disjoining pressure whichedidved to be equilibrated by the ten-
sile stresses in transverse bonds across the nanoporestr@$eis called “microprestress” and
its generation and relaxation was presented in Section 4.2.

Capillary condensation can be described by the combinafidoung-Laplace and Kelvin
equations. It is important to note that capillary condeiogsatakes place on top of the layer
of adsorbed water. The radii of pores must be significantygéi than the size of the water
molecule (0.35 nm) but must not exceed 100 nm (in such poresdpillary condensation
occurs at relative humidity 99%). The size distribution ofgs as well as their shapes influence
the shape and the hysteresis of the sorption and desorpttrerm.

5.1.1 Sorption isotherm

A sorption isotherm represents a group of equilibrium stafaelative humidity and the corre-
sponding moisture ratio (or moisture content) related écattmount of evaporable water, not the
total water (i.e. not chemically bound water). When it is swead at decreasing relative humid-
ity, it is referred to as the “desorption” isotherm, in thepopite case it is called “absorption”
(or sometimes only “sorption”) isotherm. The absorptiod d@esorption isotherms usually do
not coincide, they exhibit “hysteresis”. Scanning cunegaresent a transition from one type of
isotherm to the other when the process becomes reversed.

The sorption isotherm can be divided into three parts, thgrdscopic region (0% RH —
approx. 95-98% RH, where the equilibrium is reached in adntath moist air), capillary
region up to free water saturation (water uptake by sucspegcimen in contact or submerged
in water), and from that above, when external pressure aruraanust be applied to increase
moisture uptake — this region is referred to as the supeedatliregion.

Also the hygroscopic region of the sorption isotherm can ddeds/ided into three parts
(starting from zero relative humidity): the first concavetpavhere the water molecules are
adsorbed in one monolayer, the second (almost linear) geetemhe water molecules are ad-
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sorbed in several layers and finally the last (convex) irstlemth dominating capillary conden-
sation.

Sorption isotherms are influenced by many factors. Figutea Shows the influence of
temperature and Fig. 5.1b presents the effect of composatial hydration degree denoted as
«. Unfortunately, in the latter case, the amount of cementti&nown, so it cannot be compared
to Figs. 5.8 and 5.4b.

As shown in Fig. 5.2, aging seems to affect more desorptiothésm than absorption
isotherm.
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Figure 5.1: Sorption isotherms (expressed as mass ratio of evaporaiés to cement) for (a) concrete
at different temperatures (b) concrete with different w#becement ratio; figures adapted from [73] and
partially from [80].
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Figure 5.2: Sorption isotherms (expressed as mass ratio of evaporatiér W cement) for concrete of
different ages and (a) w/c = 0.65, (b) w/c = 0.55; isotherntereined by gravimetric vapor sorption
balance using a mix of dry and saturated nitrogen; figureptaddrom [7].
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Figure 5.3: (a) sorption and (b) desorption isotherms (expressed astuneiratio) for different concrete
mixtures; data taken from [58].
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Figure 5.4: Sorption isotherms (expressed as mass water content pdrydrgted cement paste) for
(a) concrete “B” and cement paste “C” with the same watereiment ratio (b) desorption isotherms
for concretes, mortars and pastes of different compositibiisotherms determined using saturated salt
solution method; figures adapted from [8].

Figure 5.3 shows sorption and desorption isotherms forredes of various compositions.
The desorption isotherms are in the range 40% — 98% almasgjistr Higher cement content
seems to outweigh the effect of water-to-cement ratio aslib.5

As documented in [8], the most important aspect is the paedistribution related to the
volume of hydrated cement paste. Figure 5.4a shows thatsaliskentical sorption isotherms
are obtained for cement paste and concrete if the watestteent ratio is the same and when
the mass of absorbed water is related to the mass of hydrateent paste. The pore structure
(determined by concrete mixture) appears to be the moseimding factor for the capillary
condensation region, while for the lower relative humidig sorption isotherms are almost
identical and independent of the composition, see Fig..5.4b

The shape of the desorption isotherm is dramatically diffefor ordinary and high-performance
concrete, compare almost straight line for ordinary caedrég. 5.5a, b with HPC in Fig. 5.5c¢,
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Figure 5.5: Sorption isotherms (expressed as mass water content phydrgted cement paste) for (a)
concrete withw/c = 0.45, ¢ = 400 kg/m?, (b) concrete withw/c = 0.43, ¢ = 353 kg/m?, (c) high
performance concrete with/c = 0.27, ¢ = 421 kg/m?, f.,, = 115.5 MPa, and with added silica fume;
figures adapted from [8].

where the concave part indicates on the smaller amount eSpeith bigger radius.
Most of the the examples in this work study concrete dryimgreéfore the desorption
isotherm, especially in the range from 50% to 100% relativaidity, is of major importance.

5.1.2 Formulae for sorption isotherms of concrete

A large variety of models for sorption isotherms has beerliglied in the literature. Isotherm
proposed by Langmuir, its improved version by Brunauer, EthnTeller (BET equation) or
Dent give good agreement with the experimental data for rev@mnly at lower relative hu-
midites.

Rickenisotherm [67] is widely used for sorption of poroudding materials. It is expressed
by equation
In(1—h)

d
wherew andw is the moisture content and moisture content at zero reldimidity andd
is a parameter with units [ffkg]. Note that forh = 1 this isotherm gives an infinite moisture
content.

Kuinzel [67] proposes a following relation

(b—1)h
W=

(5.6)

w = Wy —

(5.7)

wherew and wy is the moisture content and moisture content at free satarandb is a
dimensionless fitting parameter greater than 1.
Another expression for the sorption/desorption isothecooeding to [52] reads:

—1/n
u = up (1 — hl%) (5.8)

whereu is the moisture ratiou,, is maximum hygroscopically bound water by adsorption, and
A andn are constants obtained by fitting. This expression for smmpsotherm is used also in
the material catalogue [58].
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Figure 5.6: Fit of experimental data from [58] using equation (5.6); fa)= 2300 kg/m?, wic =
0.48, cement content 320 kglmdesorption: wy = 28.593kg/m?, d = 0.0353 m3/kg, sorption:
wo = 17.149kg/m?, d = 0.0353 m3/kg; (b) p = 2300 kg/m?, w/c = 0.66, cement content 237 kg/m
desorption:wy = 31.447 kg/m?, d = 0.0494 m3/kg, sorption:wg = 16.18 kg/m?, d = 0.0559 m3/kg.
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Figure 5.7: Fit of experimental data from [58] using equation (5.7);4a} 2300 kg/m?, w/c = 0.48, ce-
ment content 320 kg/f desorptionw; = 108.406kg/m?, d = 26.392, sorption:w; = 104.643kg/m?,
d = 1.56932; (b) p = 2300 kg/m?, w/c = 0.66, cement content 237 kgindesorption:w; = 98.588
kg/m?, d = 6.999, sorption:w; = 88.579 kg/m®, d = 1.492.

The BSB isotherm [44] is an improved version of the famous Bi6therm. It is expressed
in terms of the moisture ratio

CkV,,h

uh) = T A T (€ = DR

(5.9)

whereV,, is the monolayer capacity,is a parameter within the ran@e< k£ < 1. Paramete€’
depends on the absolute temperaflignd on the difference between the heat of adsorption and
condensation. Empirical formulae for estimation of theapagters can be found in [92]. Note
that these formulae hold quite accurately for the cemertepady; a reduction of the moisture
ratio is necessary when this isotherm should be applied ttamor concrete.

In reference [92] the BSB isotherm is combined with the feileg permeability function

o(h) = oy, + By [1 — 27" (5.10)
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Figure 5.8: Fit of experimental data from [58] using equation (5.8); ga 2300 kg/m?, w/c = 0.48,
cement content 320 kg/indesorption:u;, = 0.0476, A = 4.830, n = 0.183, sorption:u;, = 0.0479,
A = 0214, n = 1.130; (b) p = 2300 kg/m?, w/c = 0.66, cement content 237 kgfpdesorption:
up, = 0.0443, A = 0.825, n = 0.744, sorption:u;, = 0.044, A = 0.0534, n = 2.043.

whereay, B, and~y, are parameters that can be evaluated from the empiricalreiktased
formulae. However, if those formulae are used outside thgeaf water-cement ratios for
which they were calibrated, the permeability might becoregative. Also the physical units
are unclear.
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Figure 5.9: Fit of experimental data from [58] using equation (5.9); &) 2300 kg/m?, w/c = 0.48,
cement content 320 kg/mdesorption:V;,, = 0.0324, C' = 3.638, k = 0.483, sorption:V;,, = 0.00954,

C = 8371, k = 0.808; (b) p = 2300 kg/m?, w/c = 0.66, cement content 237 kg/ndesorption:
V,n = 0.0187, C' = 6.153, k = 0.619, sorption:V,,, = 0.00651, C' = 2.084 x 105, n = 0.8422.
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5.2 Model for nonlinear moisture transport in concrete — Ba&ant & Naj-
jar (1972)

5.2.1 Governing equation

The presented material model results from the combinatidwo equations. The first one is

the mass conservation equation

ow
. _\. A1
5 V-J+S, (5.11)

where V- is the divergence operator anfdis the water mass flux density [kg#ms] (mass of
water passing through a unit area in unit time), &hdis the moisture source or sink (due to
chemical reactions) [kg/#rs]. The second equation

J = —c(h,T)Vh (5.12)

relates the flux/ to the gradient of a potential, which is in this case the pelative humidity
h. In this equatiorV 1 is the gradient of relative humidity ands a temperature- and humidity-
dependent coefficient called moisture permeability [kglmCombining these two equations
and omitting the moisture sink,,, one gets

%—T =V - (c(h, T)Vh) (5.13)
Assuming that the desorption isotherm has a constant stopedw/dh [kg/m?] (often called

“moisture capacity”), equation (5.13) can be modified to

h
g—t =V - (C(h,T)Vh) (5.14)
whereC' = ¢/k is the moisture diffusivity [r¥/s]. For concrete and other cementitious materials
the dependence of diffusivity on relative humidity is highbnlinear. According to [39] it can
be approximated by

C(h) = Cy [ ap + ——20__ (5.15)
L+ (15)

where( is the moisture diffusivity at full saturation fiyis], ay is the ratio between the min-
imum diffusivity at very low saturation and maximum diffugy at full saturation,.. is a pa-
rameter that corresponds to the relative humidity in thedheidf the transition between low
and high diffusivity, and exponentcontrols the shape of that transition.

The fib Model Code 2010 [48] provides default values of patansea, = 0.05, h. = 0.8,
n = 15. The maximum diffusivityC; [m?/s] can be estimated from the mean compressive
strengthf.,,, [MPa]

1078

:fcm_8

C (5.16)

5.2.2 Boundary conditions

The Dirichlet boundary condition, prescribing the valueo¥ironmental relative humidity,,,.,
on the surface, is not very realistic. Reference [39] recemuis to add to all exposed (drying)
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surfaces the so-called “equivalent surface thickness” @ é&hm. This should correctly capture
the effect of additional diffusion resistance of the sugfac
Another approach used e.g. in [87] postulates a mixed baynoandition relating the
moisture flux on the boundary to the difference between tlagive humidity on the boundary
and in the environment,
J/k = f ’ (henv - h) (517)

where f is the surface factor [m/s] (0.75 - 7.5 mm/day according #§)[8In the case of a non-
linear isotherm the moisture capacity and permeabilitynoabe lumped together and replaced
by diffusivity. In such a case, the mixed boundary conditieads

J = f ’ (henv - h) (518)

wheref is in [kg/(n? day)].

5.2.3 Experimental data and results from literature

Two sets of experimental data (originally published in [4dd5]) related to 1-D diffusion
were taken from [39]. In Fig. 5.10 dots denote experimentaieasured data, dashed lines
correspond to the best fit with the linear theory (constaffiislvity) and the results obtained
with the Bazant-Najjar model are drawn using solid lines.
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Figure 5.10: Distribution of the relative humidity in (a) three differtedrying specimens 6 in. (125.4
mm) thick exposed ta..,,, = 0.1, 0.35 and 0.5; (original Fig. 7 from [39], experimentatalfrom [5]);
(b) in one drying specimen 12 in. (304.8 mm) thiék,,, = 0.1 (original Fig. 8 from [39], experimental
data from [4]).

The thesis of Nilsson [73] contains four data sets of meastekative humidity in drying
specimens. In the experiment, prismatic specimens withgealed sides (aluminum sealing)
were used. The effective thickness of the specimens (i.e.distance between the opposite
drying surfaces) was 160 mm. Before dryinghat, = 40% all specimens were cured under
sealed conditions. The third set of experimental data éshgbnon-monotonous behavior (see
Fig. 5.12c) and the fourth one used concrete with a very higtemto-cement ratio, hence
only the first two sets are used in the present simulatiorgs &il2a, b). Unfortunately no
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Figure 5.11: Computed distribution of the relative humidity and expeitally measured data (a)—(c)
and the development of relative humidity in time (d) in diyicylinders of diameter 6 in. (125.4 mm)
exposed td..,,,, = 0.5; solid line represents the optimal fit using non-lineffugion theory, dashed line
corresponds to the best fit according to linear diffusionig{pal Figs. 9 and 10 from [39], experimental
data from [60]).
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Figure 5.12: Measured relative humidity in concrete specimens with (&) natio 0.6, cement content
325 kg/n¥, cured 28 days, (b) w/c ratio 0.6, cement content 325 Rgaured 3 days, and (c) w/c 0.4,
cement content 490 kg/mcured 3 days; original Fig. 9.5 in [73].

information of the concrete strength is available, thaeibis not possible to determine the
maximum diffusivity according to (5.16).

Kim and Lee [65] studied drying on prismatic specimens witisides sealed except one;
the effective thickness was 400 mm. Concretes of three ceitigas were used in the study.
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The first composition (L) had w/c = 0.68 and 28-day compresstvengthf, = 22 MPa, the
second one (M) w/c = 0.4 anfl = 53 MPa, and the last one (H) w/c = 0.28 afid= 76 MPa.
The specimens were demolded after the first day and were-sated until the beginning of
the experiment, i.e. until the age of 3 or 28 days. During myyihe relative humidity of
the environment was approx. 50%. Only the concrete of thedasposition (L) (Fig. 5.13)
is used in the study. Modeling of drying of the other two woblkel too inaccurate due to
a high drop of relative humidity caused by self-desiccatidm order to compensate for the
(measured) drop in relative humidity due to self-desiarathe authors of [65] used a somewhat
incorrect procedure to recover the measured data of drypegmens. This was done simply by
adding the difference between drying and self-desiccatidhe actually measured data. This
procedure leads to a considerable change (increase) ofategt of relative humidity near the
drying surface.
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Figure 5.13: Measured relative humidity in specified depths from surfaterying specimens and
relative humidity drop due to self-desiccation for (a) LediB days, (b) L cured 28 days and (c) measured
water mass loss per unit drying surface; pictures adaptead [65].

5.2.4 Numerical simulations

The aim of the numerical simulations presented in this $acivas to revise the values of
parameters of the model based on Bazand and Najjar [39sksa the¢'ib recommendations,
and to examine the influence of the boundary conditions.

The solution of the diffusion equation (5.14) with the forador diffusivity (5.15)) was
implemented for 1D and axial symmetry in the Matlab enviremin The solution utilized the
“factory” bvp4c solver. For verification, the problem was@implemented into the FE package
OOFEM which allows for more general simulations. Howeueg, simulations in 1D and axial
symmetry are fully sufficient to capture all presented expents.

In order to find the best combination of parameters of forn{bla5) to match the exper-
imentally measured data, the problem has been solved foeadbnable combinations of pa-
rameters and the error (sum of squares) of the solution resdmsessed.

First, the recommended values of parameters from [39] haea lsed to check the differ-
ence between the original solution published by BazantNagghr (Figures 7 and 8 in [39], see
Fig. 5.10) and the new solution computed by the present a(gbbd red lines in Figs. 5.14 and
5.17a). These values of parameters are listed in Tabs. 8.5.2rin columns labeled Bazant.
For the first case (Fig. 5.10a and Fig. 5.14), these solutidfer, but not as dramatically as
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for the second case (Fig. 5.10b and Fig. 5.17a). For the st the overall fit seems to be
even better than in the original paper. The recommended getrameters for the second case
does not give a good agreement with the experimental data-giffusivity is too low. The
optimal solutions are drawn in Fig. 5.14 and 5.17a in greendilet b.c.) and blue (mixed
b.c.) lines. The corresponding sets of parameters ard listéabs. 5.1 and 5.2. Comparing the
newly found parameters with the old ones, the biggest @iffee is in the value of the maximum
diffusivity C7, which almost doubled in the first case and increased fivestiméhe second case.

Table 5.1: Recommended [39] and optimized parameters related to Rig. 5

parameter / variant Bazant| Dirichlet b.c.| mixed b.c.| linear diffusion
ap [-] 0.05 0.05 0.05 -
he [-] 0.75 0.8 0.75 -
n [] 16 16 16 -
C [mm?/day] 38.2 60 70 8
f [mm/day] - - 1 -

Table 5.2: Recommended [39] and optimized parameters related to Rig. 5

parameter / variant Bazant| Dirichlet b.c.| mixed b.c.
ag [-] 0.05 0.05 0.1
he [] 0.75 0.8 0.8
n [] 16 10 10
C [mm?/day] 18.7 90 100
f [mm/day] - - 0.5

Table 5.3: Recommended [39] and optimized parameters related to Hig. 5

parameter / variant Bazant| best fit| fit based on last 4 measurements
ap [-] 0.025 | 0.002 0.02
he [] 0.792 | 0.85 0.775
n [-] 6. 3. 5.
C [mm?/day] 23.9 50. 31.

Figure 5.17b shows the time evolution of the relative watss|for the best (red) and 49
next best combinations (black). For these combinationditference between the experimental
data and the solution is almost the same, however, the spésarheters differ considerably, see
Fig. 5.17c. The optimized range of parameters (50 best auatibns of approx. 1500) remains
quite wide (original:oy = 0.05 — 0.5, h, = 0.6 — 0.9, n = 10 — 16, C; = 15 — 90 mm?/day;
optimized:ag = 0.05 — 0.1, h, = 0.7 — 0.8, n = 10 — 16, C; = 40 — 90 mm?/day).

The best fits of Nilsson’s data are shown in Fig. 5.2.4. Thatired humidity is captured
correctly even in the core of the specimen at early ages. fdssbeen made possible by the
initial condition reflecting the drop of relative humidityid to self-desiccation. To fit the first
experimental data set the following parameters have beett ug = 0.4, h. = 0.9, n = 20,

C) = 6 mm?/day (Dirichlet b.c.) andy, = 0.3, h. = 0.6, n = 16, C; = 3 mn¥/day, f = 5
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Figure 5.14: Fit of data from Bazant's Fig. 7 (Abrams & Orals): distritmurt of relative humidity over
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0.35 and (C)heny = 0.5.
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Figure 5.15: Fit of data from BaZant’s Fig. 7 (Abrams & Orals): distrilmurt of relative humidity over the
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and (C)heny = 0.5.
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Figure 5.17: (a) Fit of data from BaZzant's Fig. 8 (Abrams & Monfore): dibution of relative humid-
ity over the cross section at specified times (and at 1000 dagsying), (b) computed moisture loss
expressed as a fraction of the total loss, and (c) diffusifiinctions for the best 50 combinations (the
thicker the line, the smaller the error).

mm/day (mixed b.c.). The second set of experimental datdbbar best fit withny = 0.3,

h. = 0.7,n = 6, C; = 5 mm?/day (Drichlet b.c.) andy, = 0.3, h, = 0.7, n = 10, C; = 6
mm?/day, f = 1 mm/day (mixed b.c.). It is clear that these values differsidarably from
those in Tab. 5.1; the values of maximum diffusivity are atidix to 30x smaller. Also, the
diffusivity functions do not exhibit a pronounced diffecenbetween low and high humidity
(the minimum diffusivity is 30% or 40% of the maximum valuasiead of the recommended
value of 5% or 10%).

Neither the parameters recommended by fib nor the paranfedeng65] give a satisfac-
tory agreement with the experimental data; see Fig. 5.2dd&&n 5.22a. In these figures the
difference between the calculated profiles of relative lityis almost inobservable, because
these two sets of parameters share all values except maxdifiusivity C,, which differs very
slightly (see Tabs. 5.4 and 5.5). Keeping all parameterepxc; fixed to their values recom-
mended by fib, it has been found that value€pf= 64 mm?/day (see solid lines Fig. 5.21b)
and 83 mm/day (see solid lines Fig. 5.22b) give the smallest errorwéler, the agreement
with the experimental data is not deemed to be good, espefmathe data points near surface.
Dashed lines in Fig. 5.21b show the solution which has beeairedd by optimizing all the
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Figure 5.18: Fit of data from Bazant's Fig. 9 (Hanson): distribution efative humidity over the cross
section at specified times taking into account (a) all mesaments (b) considering only the data from
last 4 humidity profiles.
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Figure 5.19: Fit of data from Bazant’s Figs. 9 and 10 (Hanson): (a) dgualent of the relative humidity
at specified points in time, (b) diffusivity functions whigive approximately similar error.

parameters.

Definitely the best fit has been obtained with mixed boundamyddions (and not with
Dirichlet b.c. as in previous cases), see Figs. 5.21c ar2c5.Zhe self-desiccation has been
treated in two different ways: it has been reflected eithetheyinitial condition at the be-
ginning of the simulation, or by a slightly more complicajg@cedure applied during whole
computation. This procedure consists of the following step) fitting the time evolution of
self-desiccation with a power function (in both cas@835(1 — exp(—0.05t"%))); 2) evaluat-
ing the increment of this function in every time step and thebtracting it from the computed
solution. Such a procedure is not perfect (the same valugbisasted from all points of the
cross section, independently of the actual relative huwjidout it should be more realistic than
the method used in [65].

The development of shrinkage and its final magnitude is tlaséated to the time evolution
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Figure 5.21: Evolution of relative humidity in time (Kim-Lee, “L", curig time 28 days) (a) Dirichlet
b.c.; solid lines: parameters from [65]; dashed lines: p&tars according to fib; (b) Dirichlet b.c.; solid
lines: optimized value of’;, other parameters according to fib; dashed lines: best Jitnixed b.c.;
desiccation reflected by initial condition (solid lines)myra function (dashed lines).
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Table 5.4: Kim-Lee, “L", curing time 28 days, variants related to Fig2%5
parameter / variant (a) solid | (a) dashed (b) solid | (b) dashed (c) solid | (c) dashed
o [-] 0.05 0.05 0.05 0.2 0.05 0.1
he [-] 0.8 0.8 0.8 0.8 0.6 0.6
n [-] 15 15 15 20 16 16
O [mm?/day] 62.88 61.71 64 55 75 75
f [mm/day] - - - - 0.5 0.5
1
_ _ o9
i' 10days «x i' X
= 13days x | > 08l *
S 17d o k= | o
g 23 dzﬁ . g .
° 33days o | s b -
3 46 d . = .
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Figure 5.22: Evolution of relative humidity in time (Kim-Lee, “L", curig time 3 days) (a) Dirichlet b.c.;
solid lines: values from [65], dashed lines: values acewrdo fib; (b) Dirichlet b.c.; optimized value of
C7 with other parameters according to fib; (c) mixed b.c.; degtion described by a function.

of water loss and to the total content of evaporable wateerdfbre, to guarantee a realistic
prediction of shrinkage, it is vital to be able to accuratgipulate the development of moisture
loss. The moisture loss can be computed either by time iatiegr of the moisture flux at the
boundary or by subtracting total moisture content at givee from its initial value at the onset
of drying. Fig. 5.23 shows the experimentally measured daththe computed water loss for
some previously mentioned cases. Note that the slope ofaberption isotherm is assumed
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Table 5.5: Kim-Lee, “L”, curing time 3 days, variants related to Fig23.

parameter / variant (a) solid | (a) dashed (b) | (c)

ag [-] 0.05 0.05 0.05] 0.05

he [-] 0.8 0.8 08| 0.5

n [-] 15 15 15 | 14

C; [mm?/day] 63.6 61.71 83 | 55
f [mm/day] - - - 1

to be constant, equal to 100 kgfmThis value works only as a scalar multiplier, while the
computed shapes remain the same. Fig. 5.23a shows that aotorate development of water
loss has been obtained with Dirichlet boundary conditiams that the shape of the moisture
loss curve computed using the mixed boundary conditionsitiglly too flat and in the main

phase of drying too steep. For the shorter curing periodxperanental data are far from any
computed solution (see Fig. 5.23b).
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Figure 5.23: Time evolution of water loss per square meter of drying swfassumed slope of des-
orption isotherm is the same for all data series: 100 Rg/a) Kim-Lee, “L”, curing time 28 days,
(b) Kim-Lee, “L”, curing time 3 days.

5.2.5 Conclusion

The material model based on [39] has been successfully mesiéed in the Matlab environment
and also into the FE package OOFEM. It has been found thaevalfiparameters published

in the original papers [39] and [65] give different resultsrh those published. The recom-
mendation of parameters in [48] is too simplistic and givesar agreement with experimental
measurements. The model proposed in [39] is almost insentitthe specific choice of some
parameters, namely to the exponentThe best agreement with experimental data has been
obtained when using the mixed boundary conditions insté#aecDirichlet b.c.. The assump-
tion of a linear isotherm might be sufficient when modeling titme development of relative
humidity in the specimen, but it seems that it is necessans&a more general model when
the moisture loss is of interest, too.
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5.3 Heat transport in concrete
5.3.1 Governing differential equations and boundary condions

Neglecting that the temperature gradient causes also tigraf water, the heat transport in
concrete can be described by two following equations.

q=—\hT)VT (5.19)

pcaa—jl; =-V.q¢+0Q (5.20)

The first one is well-known Fourier equation where the heat fiJWw/m?] is equal to the
temperature gradient multiplied by thermal conductivitiy/m-K] and flows in the opposite
direction. The second equation describes the energy alahere the time derivative of tem-
perature is proportional to the sum of the divergence of #e flux and the rate of internal heat
generation per unit volum@ [W/m?3]. The proportionality factor is the specific hegtl/kg-K]
multiplied by the material density [kg/m?].

There are four basic types of boundary conditions: Dirichtaindary conditions prescrib-

ing temperature on part of bounddry,

T(x)=T(x) for x €Ty (5.21)
Neumann boundary conditions prescribing flux on part of loauyl ",
n-q(x) = q.(x) for xely (5.22)

mixed boundary condition

n-q(x)=a(@)(T(x) — Tuw(x)) for xely (5.23)
wherea [W/m?2K] is the convective heat transfer coefficient dfg, is the temperature of the
environment, and the radiation (Newton) boundary conditio

n-q(x) = oy(T(x) — Too(x))* for x Ty, (5.24)

with the Stefan—-Boltzmann constant= 5.670 x 10~% [W/m?-K%], emissivity+ (0.-1.), and
the temperature of the sour¢g..

5.3.2 Thermal conductivity of concrete

The thermal conductivityx [W/m-K] depends mainly on the concrete composition (type of
aggregates and density), degree of saturation and terapgrand for most common structural
concretes it is in the range 1.4 — 3.6 WKi{72]. Water has higher conductivity than air and
therefore more saturated concrete has also higher conliycithis becomes pronounced in
case of light-weight concretes. However, in experimenghsurements, it is easier to measure
thermal diffusivity and from that compute thermal condutyi

5.3.3 Thermal diffusivity of concrete

Thermal diffusivityd [m?/s] is defined as

§== (5.25)
cp

and its typical values are in the range 0.002 to 0.0861{v2].
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5.3.4 Specific heat of concrete

This material property depends mainly on the moisture e¢udrard on the density of concrete.
Specific heat grows with increasing moisture content and decreasing density. For ordinary
concrete itis in the range from 840 to 1170 JK{72].

5.4 Coupled heat and moisture transport in Concrete — Kinzel (1995)

The material model for simultaneous heat and moisture pamproposed by Kiinzel [67] was
developed for the building materials in general, not patéidy for concrete. The model should
provide quite accurate solution to problems of a commonrezeging practice, while the gov-
erning equations still remain quite simple and the numbendit parameters is manageable.
The material model uses two state variables, from whichtakrocan be derived: temperature
T and relative humidityh.

The mechanism of moisture transport is the combinationeftater vapor diffusion driven
by the pressure differences and described by Fick's lavgélapores) and the liquid water
conduction through micropores and capillary pores gowkineDarcy’s law, and the surface
diffusion in larger pores, which is caused by the gradiemélative humidity.

The model is based on two balance equations, one for heaharather for moisture. The

first one reads .

where H [J/m?] is the total enthalpyy [W/m?] is the heat flux density, an@ [W/m?] is heat
source or sink. The total enthal@y is composed of the moisture enthalfly, [J/m?] and the
enthalpy of the dry materidl/,; [J/m?].

o=H,+H, (5.27)

The moisture enthalpy is described by

d rozen
Hw = <(w — wfrozen) Cy + W frozenCe — he w(JiT ) T (528)

wherew [kg/m?®] is the total water contenty 1,,.., [kg/m?] content of frozen water,, [J/kg K]
specific heat capacity of liquid water, [J/kg-K] specific heat capacity of icés. [J/kg] spe-
cific melting enthalpy. In most cases (temperatures abovgngeoint) this equation can be
simplified to

H, = wc,T (5.29)

Enthalpy of the dry building material is defined as
Hd = pdCdT (530)

with the bulk density of the dry building materiaj [kg/m?], and the specific heat capacity of
the dry building materiat,; [J/kg- K].
The heat flux obeys the Fourier law

g=—\VT (5.31)
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where)\ [W/m-K] is thermal conductivity of the moist building materialfdesd as
A=X(1+b-w/p) (5.32)

with the thermal conductivity of dry building materi&l [W/m-K] and the thermal conductivity
supplement defined as percentual increase in conductigitypipe mass percent of moisture
[%6/%].
The enthalpy source term covers only vapor diffusion with the simultaneous phase-tra
sition (condensation/evaporation)
Q=-h,V-J, (5.33)

whereh,, [J/kg] is the latent heat of phase change € 2500 kJ/kg = evaporation enthalpy of
pure water, the sorption enthalpy can be neglected in msessgand/, [kg/m?-s] is the vapor
diffusion flux density. It can be determined from

)
Jy = —0,Vp = —;Vp (5.34)

whered, [kg/m-s-Pa] is the water vapor permeability of the building matergdkg/m-s-Pa] is
the water vapor permeability in aig, is the water vapor diffusion resistance factor, ar[éa]
is the water vapor partial pressure

p= psath (535)

The water water vapor permeability in air can be approxityaggpressed (standard DIN
52615) as
§=2.0x107"T°% /P, (5.36)

whereP;, [Pa] is ambient air pressure, 101325 Pa and temperétisdere in Kelvin.
The saturation vapor pressurg,; [Pa] can be estimated from empirical relationship as a
function of temperature

a
st = 611 5.37
Psat P (T0+T) (5:37)

with a = 22.44 andT, = 27244 °Cif T < 0 °C anda = 17.08 and7y = 234.18 °C if
T >0°C.
The vapor diffusion flux density, appears also in the second (moisture balance) equation

%—f = V- (Jy+ Jy) + Sy (5.38)
wheresS,, [kg/m? s] is the moisture source or sink arg [kg/m?-s] is the liquid transport flux

density expressed as
Juw =—DpLVh (5.39)

with the liquid conduction coefficiend,, [kg/m - s].
After substituting some of these equations into the maiar@ equations (5.26) and (5.38)
one gets
dH dT
ar At
dw dh

S =V (DT 6,9 (hpsar) (5.41)

V- (AVT) 4 0,V - (5,V (hpear) (5.40)
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which can be easily solved using the FE method. In these twatemsdH/dT corresponds
to the heat storage capacity of the moist building mateahtgined simply by differentiating
equations (5.29) and (5.30) with respect to temperaturé)laridh is the moisture capacity of
the building material (i.e. derivative of the sorption isetm). The liquid conduction coefficient
Dy, can be replaced b#,, dw/dh, whereD,, [m?/s] is the capillary transport coefficient. The
capillary transport coefficient can be estimated (fo< w) from

w g

A 2
D, =338 (—) 100077 (5.42)

wy

whereA is the water absorption coefficient.
At constant temperature the equation (5.41) can be rewtitte

dw dh dw
@ : E =V- KDU}@ + 5ppsat> Vh] (5.43)

The typical value of the water vapor diffusion facterfor concrete is 210-260 and the
reasonable value of the water absorption coefficierg about 0.1-1. kgn—2-day .

The dependence of moisture diffusivity on relative hunyidg shown in Fig. 5.24 for
BaZant-Najjar model (witl;, = 30 mm?/day and the other parameters according i) and
for Kiinzel's model (with linear isotherm and the other paesers used in Chapter 8).
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Figure 5.24: Comparison of the moisture diffusivity according to Bazand Najjar '; = 30 mnv¥/day,
ag = 0.05, h, = 0.8 andn = 15) with Kiinzel's model " = 20°C, 1 = 400, A = 0.3 kg-m~2 day 5,
linear isothermy; = 100 kg/m?).
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6 MPS: Numerical Simulations and Model Deficiencies

In this section, the experimental data from the literatueea@mpared to the results obtained
with MPS theory, which reduces to the standard B3 model irsfiexial case of basic creep.
The material model was implemented into the finite elemeckage OOFEM [76, 77, 78],
which was used to run all the numerical computations.

All examples concerning drying and/or thermally inducezbgrhave been run as a staggered
problem, with the heat and/or moisture transport analysesegding the mechanical analysis.
The available experimental data contained the mechartieahs (due to elasticity and creep),
with the thermal and shrinkage strains subtracted.

In the experiments, shrinkage and thermal strains were unediseparately on load-free
specimens and were subtracted from the strain of the logakeetinsen under the same envi-
ronmental conditions. It should be noted that even aftetraation of shrinkage and thermal
strain, the evolution of mechanical strain described by NMi#ry is affected by humidity and
temperature. Attention is focused here on the mechanicahsttomposed of the first three
contributions to the total strain and a cracking unit as showFig. 4.1; these units are stress-
dependent.

In the examples presented in Sections 6.1 and 6.2 the speciwere sealed, the elevated
temperature was kept constant during the entire experiamahits distribution was assumed to
be uniform over the cross section of the specimen. Under soietlitions, it is sufficient to run
the numerical simulation for one material point only.

On the other hand, a more complex approach is necessary itagahe experiments from
Sections 6.3, 6.4, 6.6, and a virtual experiment from Sedié where the specimens are sub-
jected to drying at constant room temperature. The wellAkmmodel proposed by Bazant and
Najjar which was presented in Section 5.2 is used in the sitimuls of moisture transport.

In experiment presented in Section 6.7, the specimens wéjected to one or more ther-
mal cycles and some of them also to drying. The heat and meistansport processes are
considered to be completely independent. This can be potify the fact that by the time
of the first temperature change all the specimens had alraaiyed moisture equilibrium.
Again, the Bazand and Najjar model is used to simulate thistome diffusion. Although the
temperature in this experiment was not constant in timea& mot necessary to solve it. Due to
the experimental setup (small sample thickness and slopesature variation) it was sufficient
to prescribe the same temperature uniformly over the wholgscsection.

6.1 Experiments of Kommendant, Polivka and Pirtz (1976)
6.1.1 Experimental setup

The research report [66] studied concrete creep at elevategeratures. Two concrete mix-
tures have been examined. Since the purpose of the concastéhe same (atomic power
plants), also the composition of these two mixtures was sanylar; the main difference was
the used aggregates (both calcitic dolomites and doloiieEstones). The two concretes were
named after the origin of the aggregates. The same cementlafRRbtype Il, low alkali) was
used in both mixtures. Both compositions contained als@mw@&ducing agents and retarding
admixtures.

The Berks concrete mixture contained: 418.86 kKghcement, 159.59 kg/tmof water
(w/c = 0.381), 726 kg/rmof sand, and 1091 kg/hof aggregates (a/c = 4.34). The 28-day
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compressive strength of moist cured specimens was 45.2 MBa. York concrete mixture
had a higher cement content 448.52 k¢y/quantities of the remaining ingredients are similar:
172.05 kg/m of water (w/c = 0.384), 741 kg/trof sand, 1066 kg/rhof aggregates (a/c = 4.03).
Even though the cement content was higher, the 28-day casipesstrength was comparable:
45.9 MPa.

All the experiments were done on 60 cylindrical specimer&®inches (15.2440.46 cm)
which were sealed against the moisture with loss butyl rubbaling. For every age at loading
and temperature the creep was measured on 3 specimengauisghrinkage on 2 and drying
shrinkage (irrelevant in this study) on one.

The specimens were cured a3 5 days prior to loading the temperature started increas-
ing at a constant rate of 13.33/day until the target value 43 or 74 was reached.

The specimens were loaded by compressive stress 30%/4%9/@b68trength reached at
the time of loading (28, 90 or 270 days). The concrete cregsssimed to be linear only at
stress levels below 40% of the compressive strength whidkesanly the results obtained
at the lowest stress level suitable for this study. The cesgive stress was the same for the
specimens loaded at the age of 28 and 90 days, 2100 psi (14243 thle stress applied on the
specimen at the age of 270 days was 2400 psi (16.55 MPa).

In some of the experiments the strain was measured alsouafi@ading. In one particular
experiment (Berks concrete loaded at the age of 270 days)ethperature was raised from
23C to 43C at the age of 544 days.

All figures in this Section show the evolution of the comptarfunction or mechanical
strain. A closer look at Fig. 6.1 indicates that the averagaesof the 3 measurements can be
misleading and can lead to misinterpretation of the physieghanism. Therefore all figures in
this section show the individual measurements (3 creeprspes for every setup) compensated
for the thermal strain and the average value of the autogesimnkage.
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Figure 6.1: Evolution of mechanical strain for Berks concrete place@inC and loaded at the age of
28 days. Black color shows the experimental measuremersspacimens and red color their average
incorrectly indicating on higher creep rate at the latersehd he average was used in [15].
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6.1.2 Numerical simulations

It is assumed that in the distribution of relative humidtgmperature and stress is uniform in
the whole specimen. This assumption enables to run all thguatations on just one finite
element.

First, it is necessary to calibrate parameters of the basEpg,;—, on the data measured
at room temperature, then it is possible to modify the recemated values of the activation
energies (3 parameters) and finally to tune up the valyesofrhich matters only at variable
temperature.

The parameters of the B3 model can be estimated from the catigroof concrete mixture
and the compressive strength using the empirical formylae: 18.8559, ¢» = 122.8909, g3 =
0.7511, ¢4 = 7.2670 (all in 10~%/MPa) for Berks concrete ang = 18.7116, ¢ = 125.4213,
q3 = 0.7875, ¢, = 7.6533 (all in 10-5/MPa) for York concrete. For Berks concrete the reference
[15] recommends these values:= 20.0, ¢, = 70.0, g3 = 5.6 andg, = 7.0, all in 10-5/MPa).

As shown in Figures 6.2 and 6.3 with the set of empiricallyneated parameters, the effect
of aging is highly overestimated. Even with the recommenak@meters [15] the computed
compliance for the age at loading= 270 days underestimates the experimental data for the
loading durationg — ¢’ longer than 3 days. For the shorter loading durations the ala not
captured accurately for any age at loading. Since the ctahcamposition of both mixtures
is very similar, it can be expected that also the optimum g@acameters of the compliance
function should be similar. Indeed, with the valugs= 14, ¢ = 60, ¢3 = 16, ¢, = 6 (all in
10-%/MPa) the compliance functions match the experimentalofdtath concrete compositions
very well.

The reference [15] presented only two figures with Kommetigatata. Both of them
showed the compliance increase at constant elevated tatupes for the fixed age at loading
(¢ = 28 and 90 days) such as in Fig. 6.4. For the longer loading duratihe creep rate is
correct; the error stems from the region of the shorter logidurations, approximatety— t' <
10 days. If the data series with the same temperature are glimigether (see Fig. 6.5) instead
of the same age at loading, the experimental data clearly #eat with increasing temperature
the effect of aging diminishes while in simulations it petsi

However, this problem can be easily alleviated if the simoiadoes not start at the age of
loading, but 5 days earlier when the temperature actuadiest increasing. The temperature
changes prior to loading increase the microprestressl{iregun the lower viscosity of the
aging dashpot and its higher compliance) which does not tiaeto fully relax until loading.
On the other hand the response becomes sensitive to theeadfgarameter.s. The influence
of parametef.s on compliance is shown in Fig. 6.6, fog = 0 the behavior is similar as before
(itis not exactly the same because the equivalent timesifieest). With the increasing value
of 1g, the influence of aging significantly decreases. (The efféetging is still the same but
it becomes negligible comparing to additional compliarexesed by the temperature changes.)
The best agreement (comparing these four values) is fouidayi= 8.75x 10~°> MPa 'day !.
Ten times higher value gfs = 8.75 x 10~* MPa 'day ! that works best in Section 6.7 gives
here too high initial compliance.

The results that are shown in Figures 6.7—6.10 have beemettaith the original version
of the MPS model with adjusted parameters of the basic ereepl4, ¢ = 60, g3 = 16,q4 = 6
(all in 10-%/MPa), with parameter controlling increase in complianaased by temperature
changesis = 8.75 x 10~° MPa 'day !, and with default values of the activation energies.



MPS: Numerical Simulations and Model Deficiencies 50

The agreement with the experimental data is deemed to begaag. For the highest
temperaturd’ = 71°C the model gives an opposite trend than the experiment ib#havior
can be hardly taken as a disadvantage of the material madeigs. 6.7b and 6.8b the measured
compliance of the specimens loaded at thetage28 days is smaller or equal than fér= 90
andt’ = 270 days, while the MPS model gives the expected trend: lowerptiance of more
mature specimens.

The fit of the experimental data can be further improved by ifgod) the recommended
values of the activation energies that have been used s®Ha.is shown in Fig. 6.11 for the
York concrete and the highest temperatiire- 71°C. Since all specimens are almost fully hy-
drated, change in the activation ene€@y/ R controlling the equivalent hydration timiewould
not change anything. On the other hand if the activationg@n€xs /R which determines the
rate of the viscous process is increased from 3000 K to 4500 / R, which is associated
with the rate of viscoelastic process from 5000 K to 6000 Kfiheecomes more accurate.

Figures 6.12 and 6.13 show further verification of the MP®the@n Kommendant’'s ex-
perimental data where the measurements continued aftemfidlading. There are 5 different
data series for Berks concrete and 6 for York concrete. Incase (red curve in Fig 6.12c) the
temperature was raised during the experiment frofC2® 43°C. In all examined cases the
experimentally measured and the computed strain recoVienyumloading matches very well.
This means that the transient thermal creep is correctlyeteddby a rheological unit (aging
dashpot) which remains deformed after unloading.
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Figure 6.2: Berks concrete: experimentally measured and computed l@roe functions for three
different ages at loading and room temperature (a) matesi@meters estimated from concrete mixture
q1 = 18.86, qo = 122.89, g3 = 0.75, ¢4 = 7.27 (all in 10~%/MPa), (b) parameters from [13] = 20,

g2 =70, g3 = 5.6, g4 = 7 (all in 10~5/MPa), (c) optimized parametegs = 14, ¢» = 60, g3 = 16,

q4 = 6 (all in 10-%/MPa).
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Figure 6.3: York concrete: experimentally measured and computed dangd functions for three dif-
ferent ages at loading and room temperature (a) materiahpgters estimated from concrete mixture
q1 = 18.7116, qu = 125.4213, g3 = 0.7875, q4 = 7.6533 (all in 10~5/MPa), (b) optimized parameters
q1 = 14, ¢o = 60, g3 = 16, ¢4 = 6 (all in 10~5/MPa).
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Figure 6.4: York concrete: experimentally measured and computed danmgd functions for three dif-
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Figure 6.6: York concrete: experimentally measured and computed darmgd functions for three dif-
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Figure 6.8: York concrete: experimentally measured and computed dangd functions for three dif-
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Figure 6.11: York concrete: experimentally measured and computed dang@ functions for three
different ages at loading anfl = 71°C. MPS model with (a) default values of activation energies
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Figure 6.12: Experimental data (concrete with Berks aggregates) andtsesf numerical simulations
using MPS theory: evolution of mechanical strain for logdand full unloading, age at loading (a)
t' = 28 days, (b)t' = 90 days, (c)t’ = 270 days.
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6.2 Experiments of Nasser and Neville (1965)
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Figure 6.14: Experimental data (Nasser and Neville) and compliancetimme computed using MPS
theory for temperatures (a) 22, (b) 7XC, (c) 96C.

6.2.1 Experimental setup

Nasser and Neville [71] studied the creep of cylindricalaete specimens subjected to three
different levels of temperature. In their experiments sgkkcimens were sealed in water-tight
jackets and placed in a water bath in order to guarantee dasdriemperature. At the age of
14 days the specimens were loaded to 35%, 60% or 69% of thagereompressive strength at
the time of loading; unfortunately, only the lowest loaddkis in the range in which concrete
creep can be considered as linear.

6.2.2 Numerical simulations

Paper [71] does not contain enough information to allow taemmeters of B3 model/MPS
theory to be predicted, but the valugs= 15, ¢, = 80, ¢3 = 24 andg, = 5 (all in 10-5/MPa)
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published in [15] provide a good agreement at room tempesasee Figure 6.14a.

For the higher temperature, T =°Q, the agreement is good up to 20 days at loading, but
afterwards the computed creep rate is too low (see the dasimeglin Fig. 6.14b). A remedy can
be sought in modifying the activation energy. Reductiod)of R from the default value 3000
K to the adjusted value of 2300 K leads to an excellent fit (seestlid curve in Fig. 6.14b).
Unfortunately, the prediction for the highest temperafire 96°C, is improved only partially
- see Fig. 6.14c¢).

The changes in activation energy have no influence on thdtsesben the temperature
is close to the room temperature. Before loading, the spatsnhad been subjected to an
environment at the given temperature, which acceleratedhydration processes in concrete,
i.e. increased the maturity of concrete. In other words hiilgber the temperature, the lower
the initial compliance. On the other hand, for longer pesiofiloading the higher temperature
accelerates the rate of bond breakages, which acceleraegs cThis justifies the shape of the
obtained curve for the medium temperature, which is difiefeom the one published in [15],
where the initial compliance for this temperature was highan for the room temperature.
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6.3 Experiments of Bryant and Vadhanavikkit (1987)
6.3.1 Experimental setup

Reference [45] presents shrinkage and creep data measupgsmatic specimens. Effects of
the specimen size, shape and age at loading on creep ankiag@inave been examined.

All specimens were made of the same concrete mixture cantaB90 kg/ni of ordinary
Portland cement, 183 kg/of water (w/c = 0.47), 1667 kg/tnof coarse aggregates, and
318 kg/nt of sand (a/c = 5.09). The concrete mixture contained no iz@dit The 28-day
compressive strength determined on cylindéi® x 300 mm was 50.1 MPa, and the modulus
of elasticity 29.8 GPa.

All specimens were cast in open plywood molds; after theah#et, the specimens were
covered with a damp burlap. The mold was removed after twes day the specimens were
moved to a room with controlled environment. The relativenrdity h.,, = 95% was dropped
to hene = 60% after 6 days. The temperature was kept throughout the erpatiat 20C. The
creep specimens were loaded by external or internal bassngpa compressive stress of 7 MPa.
Creep and shrinkage strains were monitored using 200 mmdemgpuntable mechanical gage.
The initial strain readings were taken on day 8 before theititlynwas lowered.

There were two major groups of the experimental specimednjested to drying. The spec-
imens in one of the groups are referred to as the “prisms” theras “slabs”. The “prisms”
had sealing only on the bases, the “slabs” on two additiadalkss which forced the drying to
be one-dimensional.

All faces of the companion sealed specimens, 4 faces of thb™specimens, and 2 par-
allel faces of the prismatic specimens were sealed with 350n@m thick aluminum foil. The
sealing had failed after approximately 300 days. This faihad a significant impact on sealed
specimens (failure is accompanied by sudden increase @p cete and shrinkage) but only a
partial effect on slab segments which had by the time of sgd#ilure already partially dried
out. All sealed specimens were 16050x600 mm, the drying specimens (prisms and slabs)
D xDx4D with D = 100, 150, 200, 300 or 400 mm.

The experimental results of the basic creep are presentéthir6.15, for shrinkage in
Fig. 6.16, and for the drying creep in Figs. 6.17 and 6.18.

6.3.2 Numerical simulations

First, it was essential to specify the values of the matpashmeterg; —, controlling the basic
creep. The first estimate was provided by the empirical féamaf the B3 model which use the
compressive strength and the composition of concrete meixtdowever, this prediction over-
estimates the effect of aging and also gives too small viaste compliance (see Fig. 6.15a).
In order to get an acceptable agreement with the experirmngatia, it was necessary to modify
the parameterg,—; while parameter;, controlling long-time creep was kept at its original
value (see Fig. 6.15b for the improved fit; predicted andstdpivalues of the parameteis,
are listed in Table 6.1).

Next, it was needed to fit 4 parameters of the Bazant-Najadehfor moisture transport
[39], one shrinkage parametgg,, one drying creep parameteg, and finally 2 parameters
controlling cracking=; and f;.

It has been found that in this case the exact values of th&kiog@parameters (tensile
strength and fracture energy) do not matter (if they are iwithreasonable range character-
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Table 6.1: Values of parameters — structural analysis

basic creep (all values in10~° MPS fracture
Q1 72 q3 q4 s Esn i Gp
MPa! MPa! MPa'! MPa'! | MPalday! - MPa N/m
Bryant 9 75 28 6.5 5x10°° 0.00195| 2 100
predict.| 18 108 1.5 6.5

istic of the given concrete class). What plays a significalg is whether or not the cracking
is assumed — see Fig. 6.19 for comparison. If cracking isawteyd, the shrinkage deformation
grows faster and reaches a higher final value. On the othet thencompliance is higher if
cracking is assumed; the reason is that the compliance iputenh as a difference of the total
deformation and shrinkage strains divided by the compresiress. Therefore a smaller value
of the shrinkage strain is subtracted from the total straghtais results in a higher compliance.

Since no information on humidity profiles or water loss wevailable, the only option
how to determine parameters of the BaZant-Najjar modeltwasploit the assumption of the
MPS theory postulating the proportionality of the humidityange and shrinkage strain at the
material point level. The approximate values of parametarsbe then obtained inversely by
fitting the experimentally measured shrinkage curves. #-and-error procedure was used to
calibrate these values artgd,; on shrinkage data of a 150 mm thick slab (thick black line in
Fig. 6.16a). The following values of the Bazant-Najjar store diffusion model were used:
C) = 40 x 107° m*/day, oy = 0.18, he = 0.75, n = 10. The remaining gray curves show
(except the last data point in 200 mm, 300 mm and 400 mm sehatyvith these parameters
the agreement with the rest of the experimental data is kexteStill reasonable is the fit of the
shrinkage data of prismatic specimens — see Fig. 6.16b. Hasuned value of shrinkage at the
age of 2000 days of larger specimens is lower than modeladapproximate value qis can
be used in this set of simulations, because shrinkage dawelot is not sensitive to that value.
Parameter.s replaces the produegc,q,.)

Finally, the remaining parametgg controlling the magnitude of the drying creep was cal-
ibrated to give the best possible agreement with the exgertiah measurements on a 150 mm
thick drying slab (gray long-dashed line in Fig. 6.17a) eéms that the “final” value of the dry-
ing creep is captured correctly, even though the dryingeeseems to be significantly delayed;
this delay is in the remaining cases even more pronouncedet#y, the time delay of the dry-
ing creep is not the biggest disadvantage. What is strilgrtgat the final value of the drying
creep is incorrectly scaled with specimen size. The smiddéespecimen size the smaller the fi-
nal value of the drying creep, which contradicts the expental observations — see Figs. 6.17a
and b. To show this behavior in more detail, the basic cregmpban subtracted from the total
compliance and the resulting drying creep and crackingnséie plotted in Fig. 6.20. In this
figure the red curve corresponds to the smallest specimerasit the blue to the largest.

Creep of partially predried slabs and prisms is shown in &igy8. In the first case (drying
slabs, Fig. 6.18a), the magnitude of the drying creep seerbg ttaptured correctly. In the
latter case (drying prisms, Fig. 6.18b) the drying creemdanestimated (approx 1/2—2/3 of the
correct value). Naturally—in both cases the more prediedspecimen, the smaller the time
delay between the experimental and the numerically ohtaraties.
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Figure 6.15: Time development of basic creep for different times at logdi with (a) parameters pre-
dicted from concrete composition, (b) optimized set of paters; dashed line indicates the approximate
time of the sealing failure (experimental data from [45]).
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Figure 6.16: Time development of shrinkage strains measured on (a) alabgb) prisms{y = 8 days;
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MPS: Numerical Simulations and Model Deficiencies

66

200
— 150}
©
o
s
b
L 100
=
=
50
0

100 mm
150 mm
200 mm
300 mm
400 mm

sealed

10

100 1000
age of concrete [day]
(a)

10000

J(t) [10~6/MPa]

200

150

100

50

100 mm
150 mm
200 mm
300 mm
400 mm

sealed

10

100 1000
age of concrete [day]

(b)

10000

Figure 6.17: Compliance of drying (a) slabs and (b) prisms of variouskiéssest, = 8 days,t’ = 14
days, lines correspond to the results of FE simulations)tpa@ire experimental measurements [45].
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6.4 Experiments of Keeton (1965)
6.4.1 Experimental setup

The technical report [64] presents the shrinkage and cragprdeasured on cylinders of three
different sizes and stored at different levels of relativenidity.

The specimens were removed from the steel mold after onetldes;they were cured for
7 days at 100% relative humidity. The height of each cylingdaes 3x its diameter. Strain
measurements were made in the central portion of the heighé specimens.

The exact concrete composition is somewhat unclear. Thafigagecement content was
452.4 kg/m, 1689.9 kg/m of aggregates and 206.95 kg/mf water, which corresponds to
w/c = 0.46, but the report specifies this ratio to be 0.32. After 28 ddysuoing ath.,, =
100%, the compressive strength was 45.16 MPa and Young’s mo@ul28 GPa.

6.4.2 Numerical simulations

The same fitting procedure as in Section 6.3 was applied aldweicase of Keeton’s data. Pa-
rameters of the Bazant-Najjar transport model and thakage coefficient s, were calibrated
to match experimental data measured on 4-in diameter @fiexposed to drying at 50% rela-
tive humidity (middle line in Fig. 6.21b). Shrinkagerat,, = 50% of 3-in (Fig. 6.21a) and 6-in
(Fig. 6.21c) cylinders is also captured correctly, but ircakes the shrinkage at lower relative
humidity (h.., = 20%) is overestimated and shrinkage at higher relative husnfdit,, = 75%)

Is underestimated.

The following values of parameters of the Bazant-Najjaristwse diffusion model were
used: C; = 60 x 1075 m?/day, oy = 0.04, he = 0.8 andn = 6.0. The structural analysis
used following values of parameterg: = 14, ¢ = 200, g3 = 4, ¢ = 8 all in x10~% MPa™!,
ps = 3 x 1079 MPa'day!, kg, = 0.0022, f, = 2 MPa,Gr = 100 N/m.
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Figure 6.21: Time development of shrinkage strains of concrete cylim@siposed to different relative
humidities,ty = 8 days, (a) D=3 in, (b) D =4 in, (c) D = 6 in; lines correspond te tesults of FE
simulations, points are experimental measurements [64].
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6.5 Response to cyclic humidity

In most of the concrete structures, concrete is subjectathanges in relative humidity and
temperature. Due to the relatively low moisture diffugivilaily changes in relative humidity
affect only a very thin surface layer, while the annual cggenetrate deeper. Not only con-
crete exposed to ambient conditions, but also the labgratmecimens undergo humidity and
temperature fluctuations, although these changes aressntalen when the specimen is placed
at a climate chamber, the relative humidity and temperaha@tably oscillate (e.g. in [6] the
relative humidity wa$0 + 4 % and temperature3 + 1.7 °C).

For these reasons, the material model describing creephaimkage should give similar
results for constant relative humidity and temperature el &g for slightly fluctuating/cyclic
conditions. Sudden changes should of course lead to araseia creep rate, but the effect of
further cycling should be damped (see e.g. experimentaltsais [79] or [51]).

Fig. 6.22 shows shrinkage and compliance response of 10thmsknwall to cyclic relative
humidity as modeled by the MPS theory. The curing time wasys dae initial humidity was
95% and the amplitude 2%. Prescribed cyclic humidity with peridl applied at the boundary
was described by the cosine function (with mean %J.5The values of the material parameters
are almost identical to those from Section 6.3. In Fig. 6tB&,curve withl" = 0 corresponds
to prescribed humidity starting from 96linearly decreasing to 92%within 0.25 day and then
kept constant.

This figure shows that although the magnitude of the presdrnblative humidity was very
small, the increase in creep deformation is substantiathag almost 1.5 the compliance
without cycles after one year of loading.
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Figure 6.22: Response to cyclic humidity of period T prescribed at thenolamy of a wall with thickness
100 mm,ty = 7 days: (a) shrinkage, (b) compliance.
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6.6 Experiments of Pickett (1942)
6.6.1 Experimental setup

Gerald Pickett was probably the first one, who documentefl t® influence of drying on
concrete creep. In his experiments, concrete beams<(51 x 864 mm) were subjected to
sustained three- and four-point bending. The actual spa84@8 mm. In case of three-point
bending, the central load was 24.95 kg (or 22.68 kg), andarfabr-point bending configura-
tion, two loads of 19.05 kg were placed at quarter-span. Dimerete mixture was following:
w/c=0.5,(a+s):c= (2424 2.08) : 1.
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Figure 6.23: Pickett's data (original figure from [79]) measured on prgimconcrete beams subjected to
bending, points denoted “H” are related to short-time failaf air-conditioning, which led to temporary
decrease in relative humidity from 50% to 30%

The loading and curing history was different for every spemi; some specimens were kept
submerged in water and some were exposed to drying at 50%vedhamidity. Additionally,
some drying specimens experienced one drying and wetticlg dyie to the short-time failure
of the air-conditioning; this led to temporary decreaseelative humidity from 50% to 30%
(approx. one day). This point is marked in Fig. 6.23 by “H”.

The beam denoted as “B” was loaded in three-point bendindewdging submerged in
water. This specimen was unloaded after 58 days of loadimdjaéter additional four days it
was reloaded to the same level and exposed to drying. BearwéSloaded and subjected to
drying. Beam “D” was first loaded in three-point bending, ethwas after 28 days of loading
replaced with four-point bending, having a similar effestwv@rtical deflection. This beam was
first drying, but later was subjected to drying and wettingleg, which resulted into additional
increase in creep rate. Specimens “E” and “F” were cured 4oau®d 73 days, and afterwards
were loaded and exposed to drying.

6.6.2 Numerical simulations

In the numerical simulations, first, the set of parameterd&sic creeg;—g, was needed. This
set corresponds to creep of sealed specimens, but onlyatatafer immersed specimen (data
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Figure 6.24: Experimental and computed time evolution of vertical deitec(a) in full view (b) in
detail.

series “B”) were available. First attempt to determine ¢éhealues was based on empirical
formulae recommended by the B3 model. The predicted valeeded to be modified. Since
the relation between vertical deflection and compliancetion is known, this optimization
could be done on one material point and not on the whole 3D otetipnal model. Next, the
parametey.s of the MPS theory and the parameters of the moisture analykish precedes
the mechanical problem were adjusted in order to match @aiass‘C”. Note, that the exact
value of the shrinkage factat,, is not important because drying is the same from all sides, an
so the shrinkage strains do not cause deflections.

The results of all numerical simulations are shown in Fi246.For the sealed specimen
(“B”) the loading and unloading is captured correctly, bioe drying creep after reloading is
overestimated.

The experimentally measured data of specimens loaded anset of drying (“C”, “E”,
“F") show considerable decrease in compliance due to agiihg. first data series “C” served
for calibration of parameters, but also the second one “Eaured almost correctly. For the
last one (“F”), the compliance is overestimated.

The computed final deflection for the cyclic drying and wegjtoycles (data series “D”)
overestimates the experimentally measured data appréedyria5x. Similar problem arises if
the change in relative humidity due to air-conditioninduee is considered.
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6.7 Experiments of Fahmi, Polivka and Bresler (1972)
6.7.1 Experimental setup

In the experiments reported in [51], all specimens had theslof a hollow cylinder with inner
diameter of12.7 cm, outer diameter of5.24 cm and height ofil01.6 cm. The weight ratio
of the components of the concrete mixture was water : cemaggregates- 0.58 : 1 : 2.
The average 21-day compressive strength measured onexdiin@ by 152 mm was 40.3 MPa.
Using the CEB-FIP recommendations [50], the 28-day strengh be estimated d2.2 MPa.
The experiment was performed for four different historieboading, temperature and relative
humidity. The loading programs of the first two specimenssamamarized in Table 6.2, the
other two loading programs with cyclic thermal loading gredfied in Tables 6.3.

Table 6.2: Testing programs of the sealed (Data set #1) and drying (Bett#2) specimen with one
temperature cycle

time dura- T[°C] RH[%] o time dura- T[°C] RH[%] o
tion [day] [MPa] tion [day] [MPa]
21 23 100 0 18 23 100 0
37 23 98 -6.27 14 23 50 0
26 47 98 -6.27 37 23 50 -6.27
82 60 98 -6.27 108 60 50 -6.27
10 23 98 -6.27 10 23 50 -6.27
25 23 98 0 25 23 50 0

Table 6.3: Testing programs of the sealed (Data set #3) and drying (8=té#4) specimen subjected to
several temperature cycles; Asterisks denote a sectiochvidhirepeated five times

time dura- T[°C] RH[%] o time dura- T[°C] RH[%] o
tion [day] [MPa] tion [day] [MPa]
21 23 100 0 18 23 100 0
37 23 98 -6.27 14 23 50 0
9 40 98 -6.27 37 23 50 -6.27
5 60 98 -6.27 14 60 50 -6.27
14 23 98 -6.27 14 23 50 -6.27
7 60 98 -6.27 7 60 50 -6.27
7 23 98 -6.27 7 23 50 -6.27
40 23 98 0 40 23 50 0

6.7.2 Numerical simulations

The four parameters of the B3 model describing the basigcrgeg., g3 andq,, were deter-
mined from the composition of the concrete mixture and framm¢ompressive strength using
empirical formulae according to [13] (the cement contens wssumed to be 500 kg/in The
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result of this prediction exceeded expectations; only madjustments were necessary to get
the optimal fit (see the first part of the strain evolution igle 6.25a). The following values
were usediq; = 19.5, ¢; = 160, g3 = 5.25 andq, = 12.5 (all in 107¢/MPa). They differ
significantly from the values recommended in [1&4],= 25, ¢ = 100, g3 = 1.5 andg, = 6,
which do not provide satisfactory agreement with experitalahata.

Beside the exponent with standard value 2, the MPS theory reformulated in terins o
viscosity (Section 4.2) uses only one additional parameterwhich was varied until the best
fit with experimental data was obtained. All other paranseteere initially set according to
standard recommendations.

A really good fit of the first experimental data set (at 98% tredéahumidity, i.e.,h =
0.98) was obtained fops = 875 x 10~ MPa 'day '; see Fig. 6.25a. The agreement is very
satisfactory, except for the last interval, which correggsto unloading. It is worth noting that
the thermally induced part of creep accounts for more thaalfaot the total creep (compare
the experimental data with the solid curve labelet@sicin Fig. 6.25 a.

In order to obtain an accurate creep evolution for loadistpny#2 (drying and one thermal
cycle) it was first necessary to calibrate parameters of #&aBt-Najjar model for moisture dif-
fusion. Even though the distribution of relative humiditrass the section was not measured,
the parameters were successfully identified from the tineduéon of shrinkage and thermal
strains of the unloaded companion specimen (Fig. 6.26jarRaters:, h. anda, were set to
their default values according fd recommendations [48]. The best agreement was reached
with maximum diffusivityC;, = 25 mm?/day, shrinkage parametér, = 0.0039, and coeffi-
cient of thermal expansiam; = 8 x 1075 K=1. Unfortunately, with default values of the other
parameters, the value of calibrated on data s€t1 could not be used to fit the experimental
data set#2, because it would have led to a gross overestimation of risepc(see the solid
curve in Fig. 6.25b). However, it is possible to accuratelgroduce the experimental data if
the default values of parametexs and o, are adjusted to 0.01 and 1.0 respectively (dashed
curve in Fig. 6.25b). Parametexs anda,. control the effect of reduced humidity on the rate of
microprestress relaxation and the rate of bond breakagdsha modification has no effect on
the response of sealed specimens.

For the last two testing programs with several temperatyekes, described in Table 6.3, the
agreement between the experimental and computed dats@iase only until the end of the
second heating cycle (solid curves in Fig. 6.27. For progg#nthe final predicted compliance
exceeds the measured value almost twice (Fig. 6.27 a))régram+4 almost five times with
the default values of parameters anda; (solid curve in Fig. 6.27 b)) and twice with the val-
ues which were previously optimized in the loading histgt¥ (dashed curve in Fig. 6.27 b)).
In order to obtain a better agreement, paramgtewould have to be reduced, but this would
result into a dramatic underestimation of the creep in tis¢ tivo testing programs. The exper-
imental data show that the temperature cycles significantisease the creep only in the first
cycle; during subsequent thermal cycling their effect aeprdiminishes. Therefore it could be
beneficial to enhance the material model by adding a centéenrial variable keeping track of
the temperature history, which would improve the behaviatar cyclic thermal loading, while
the response to sustained loading would remain unchanged.

Another deficiency of the model is illustrated by the graph$ig. 6.28. They refer to
the first set of experiments. As documented by the solid cumfg. 6.25a, a good fit was
obtained by setting.s = 875 x 10~% MPa'day !, assuming that the relative pore humidity
is 98%. The pores are initially completely filled with wateégwever, even if the specimen is
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Figure 6.25: Mechanical strain evolution for (a) sealed specimens, waiitive pore humidity assumed
to be 98%, loaded by compressive stress 6.27 MPa atttime21 days, and (b) drying specimens at
50% relative environmental humidity, loaded by compressivess 6.27 MPa at tinte= 32 days.
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Figure 6.26: Shrinkage strain evolution for specimens drying at 50%tikeda&nvironmental humidity.

perfectly sealed, the relative humidity decreases skghik to the water deficiency caused by
the hydration reaction. This phenomenon is referred to l&sissiccation.

The problem is that the exact value of pore relative humiuhityg sealed specimen and its
evolution in time are difficult to determine without addital equations describing the under-
lying chemical reactions. In simple engineering calcolasi, a constant value of 98% is often
used for sealed conditions. Unfortunately, the respongbeomodel is quite sensitive to this
choice, and the creep curves obtained with other assumeesvsaf pore relative humidity in the
range from 95% to 100% would be substantially different; Bigeire 6.28. The source of this
strong sensitivity is the assumption that the instantaslgaenerated microprestress is propor-
tional to the absolute value of the changelai h; see the right-hand side of (4.18), which is
reflected in the second term on the left-hand side of (4.19).

At (almost) constant humidity, the time derivative of"In & is simplyTIn h, which is very
sensitive to the specific value assigneditim a sealed specimen. For instance, if the assumed
humidity is changed from 98% to 96%, this term is doubled,otiias the same effect as if the
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Figure 6.27: Mechanical strain evolution under cyclic variations of parature for (a) sealed specimens,
with relative pore humidity assumed to be 98%, loaded by cesgive stress 6.27 MPa at tirffe= 21

days, and (b) drying specimens at 50% relative environrhéntaidity, loaded by compressive stress
6.27 MPa at time’ = 32 days.

assumed humidity were kept the same but parametevere doubled.

mechanical strainlp—¢]

1800
1600
1400
1200
1000
800
600
400
200

T T T
| exp.data * |
h=95%
0 50 100 150 200

age of concrete [day]

Figure 6.28: Mechanical strain evolution for sealed specimens, loagetbimpressive stress 6.27 MPa
from age 21 days, with the assumed relative humidity in thegpearied from 95% to 100% and with
parametefis = 875 x 107 MPa! day'.
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6.7.3 Summary

Classical experimental data from the literature have beempared with the results of the nu-
merical simulations which used the original Micropresireslidification theory as a material
model. These data comprised concrete creep at constaatedleand monotonic temperature,
creep of mortar at cyclic temperature (+drying), and a thglhostudy on concrete creep at
drying and shrinkage at room temperature.

The performance of the Microprestress-solidification tiieas a material model used for
simulating concrete creep at elevated and/or variableeeatyre can be summarized as follows.

The MPS theory performs well for standard sustained levekemperature and load
levels within the linear range of creep.

In order to achieve a realistic prediction of creep at eledemperature, the complete
temperature history must be modelled. The model is seasitdt only to the level of
temperature but also to heating or cooling rate.

Very good agreement with the experimental data for unlgauofidicates that the transient
thermal creep deformation is permanent and has been dgrassigned to a rheological
unit (aging dashpot) which does not deform after unloading.

At higher temperatures (above ‘@) the experimental data are reproduced with some-
what lower accuracy, even at lower temperatures the aicivahergies might need to be
properly adjusted.

For sealed specimens subjected to variable temperatereeghlts predicted by the origi-
nal MPS theory turn out to be very sensitive to the assumengk\@lrelative pore humidity
(which is below 100% due to self-desiccation).

Numerical simulations have also revealed that the origit@5 theory grossly overes-
timates creep when the specimen is subjected to the cyclesrgderature or relative
humidity.

The originally proposed microprestress-solidificatioadty has been found unsuitable for
modeling of drying creep and shrinkage under general cammdit The main deficiencies are
summarized with decreasing order of importance.

The modeled drying creep is too delayed behind experimdntperiments reported in
[45], [64], [43], [42] and many other papers indicate thatirdkage and drying creep
occur simultaneously.

The drying creep as modeled by the MPS theory conctradietetperiments (see also
Fig. 6.29). Using MPS, the drying creep of large specimesgveral times bigger than
for small specimens.

Drying creep is strongly influenced even by small fluctuagionrelative humidity. Not
only the amplitude, but also the frequency of these fluabumatmatters.

A linear relationship between humidity and shrinkage ra&sms to be too simplistic,
shrinkage at different levels of relative humidity is noptired correctly, e.g. [64].
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Figure 6.29: Time development of shrinkage strains in experiment coreduby Hansen and Mattock
[59]. Experiment used cylindrical specimens with diameéte24 in. (101.6—-609.6 mm), the concrete
mixture contained 5.44 bagsRof Type Il cement (303.38 kg/#), 28-day compressive strength was
6000 psi (41.4 MPa). The specimens were cured for 8 days ifiotheoom; afterwards, they were
transferred to the laboratory with.,, = 50% andT = 70 F (21.1°C). Unfortunately, only few data

points are available to the author (complete data serieprasented in the Appendix stored at ACI

headquarters).

e The current model does not take into account swelling, é4j. [

e If the shrinkage development is calibrated on small specgnéen the prediction on
large members tends to be overestimated [45], [59].

e The material model does not provide enough parametersliodalibrate the shrinkage
and drying creep behavior (only one parameter for eachtaifgthe magnitude).
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7 MPS: Improvement and Validation

7.1 Cyclic temperature & sensitivity to “choice” of relative humidity reached
after self-desiccation

As a simple remedy to overcome the problems mentioned indpe&f7, the governing equation
of the flow term viscosity (4.21) is replaced by

. 1 h : e g
+ T_ — K T p—1 — —— 71
Ui el ‘ (1sm) " (7.1)
with )
] ke if T'="T,4.and T >0
T = { kre if T < Thuw or T <0 (7.2)

in which kr,, [-] and k7. [-] are new parameters ard,., is the maximum temperature attained
in the previous history of the material point.

Formula (7.2) is constructed such that, during monotonatihg, factorx remains con-
stant and equal to parameter,,, which replaces- In & in the original equation (4.21). In this
way, the sensitivity to the specific choice funder sealed conditions is eliminated and pa-
rameterk,,, can be determined from the creep test under sealed corgltiim monotonically
increasing temperature. Fbf,, = 0.02, the solid curve nicely fitting the experimental results
in 7.1(a) is obtained, independently of the assumed poagivelhumidity.

Parametek. affects the behavior under non-monotonic temperatureuéeol. It is mo-
tivated by the idea that the amount of new microprestresergéed by repeated temperature
cycles is reduced, because the material is going throught#tes that have been attained be-
fore. The optimal value of;. can be determined by fitting the third testing program in&).2(

For sealed specimens and monotonous thermal loading, lbalproductuskr, matters,
and so the good fit in 7.2(a) could be obtained with differemhbinations of.s andky,,.

The results are shown in Fig. 7.1 for sustained thermal t@agiesting programs 1 and
2) and in Fig. 7.2 for cyclic thermal loading (testing pragisa3 and 4). In these figures, the
solid curves labeled agiPSrepresent the best fit obtained with the standard micragest
solidification theory, default values of activation enesgyand adjusted values of parameters
a, = 0.01 anda, = 1.0. Dashed curves in Figs. 7.1b and 7.2b labeleihgzoved MPS,
kr. = k7., correspond to the improved MPS theory with the newly intaatluparametet,,
and witha, = 0.01 anda, = 1.0, but without parametet . influencing creep under non-
monotonic temperature (or, equivalently, with. = k7,,,). The producius x k7., is the same
but a better agreement was obtained when the valig,pfwas reduced to 0.017 angd; was
increased ta040 x 10~% MPa ! day!. These dashed lines are not shown in Figs. 7.1aand 7.2a
because they would coincide with the solid lines. The besteagent with experimental data
is obtained with the same values but additionally with canst. = 0.001; these results are
plotted in Figs. 7.1 and 7.2 by short-dashed lines. In 7.tky, @ small change can be observed
compared to the original MPS; these differences arise whertedmperature evolution ceases
to be monotonous. Fig. 7.2 shows a substantial improvenoerthé cases of cyclic thermal
loading.
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Figure 7.1: Mechanical strain evolution for (a) sealed specimens lddgecompressive stress 6.27 MPa
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compressive stress 6.27 MPa at tithe- 32 days.
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7.2 Delay of the drying creep after shrinkage, size effect odrying creep
and shrinkage

This section presents one of the possible solutions leagdirdimination of problems which
were addressed in Section 6.3. This solution leads not orthyetcorrect size effect on drying
creep but also toreduction of the time delay between the drying creep and shrkage
On the other hand the proposed method shatters the physitabtion of the Microprestress
theory.

To focus merely on the problems associated with the sizetedfedrying creep, the equation
governing the viscosity evolution (4.21) can be under cmsemperaturé = T; rewritten in
a simple form

i+l e = 2 73)
44
with newly introduced parameters
p=p/lp—1) (7.4)
ks = pg (7.5)

The role of parametep, in particular its influence on the “size effect on drying epé
can be elucidated using a simplified one-point calculatiorstead of simulating the whole
specimen with nonuniform drying, we can focus on the evotutf the average humidity in the
specimen. Obviously, the average humidity decreases fastesmall specimen than in a large
one, but the final value is always the same (equal to the artignidity /..., ). To facilitate the
numerical treatment, consider a drying process in whidhdecreases in a linear fashion from
0 (initial full saturation is assumed) ta h.,, during a time interval front, to ¢;. The fraction
h/h is then constant and equallioh..., /(1 — t,), and equation (7.3) has a constant coefficient
atn?. By separation of variables it can be converted to

dn
Us _ p [mhen] 5 dt (7.6)
q4 3=t 1

Setting for simplicity:)s = 1 and taking into account the initial conditiofity) = ty/q4, the
solution can be written as

n(t) d
/ T -1ty (7.7)
to/qa q—4 k t—to n

The integral can be evaluated analytically foe 0.5, 1, 2 and 4.
After that, the drying creep compliance can be computed as

't ds t
Ja(t, to) = /to ) ¢s1n i (7.8)

Here it is assumed that the load is applied at the onset afigrye., at = ¢,. The last term on
the right-hand side (with a negative sign) correspondseatmtribution of the dashpot to the
basic creep compliance.

The following figures present the behavior for three diffef@istories of relative humidity.
Until the age oft, = 10 days the humidity is kept constant and equal to 1, then itsstiercreas-
ing with a constant ratd(In h(¢))/dt = const until the relative humidity of the environment
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henw = 0.5 IS reached, and after that it remains constant. For thesigstecess the final relative
humidity is reached at timg = 100 days. Processes labeled as “normal” and “slow” attain
that level of relative humidity at the age af = 1000 and¢; = 10000 days respectively. The
evolution of relative humidity for these three studied saseshown in Fig. 7.3.

100

10—1 -

h[]

fast
normal
slow

10-1

100 10! 102 102 104 10°
time [day]

Figure 7.3: Evolution of relative humidity for three studied procesggstted in semilogarithmic scale.
Logarithm of humidity evolves at a constant rate.

The numerically calculated flow-term viscosity for= 2, 1 and 0.5 is shown Fig. 7.4; for
the corresponding compliance calculated according totequé’.8) see Fig. 7.5. The presented
results were obtained witly, = 7 x 107%/MPa and withk; = 1075 MPaday forp = 2, with
ks = 10 for p = 1, and withks = 3 x 10* MP&-°-day’-® for p = 0.5.

As seen in Fig. 7.4, for the standard valugct 2 the biggest decrease in viscosity happens
in the slowest drying process; the viscosity grows with argi@ging rate (in the log-log scale)
until about 1000 days and then until the end of drying at 10@4s it remains almost constant.
Forp = 1the decrease is more or less the same independently of ting daye. Fop = 0.5 the
rate of the slow process remains almost unchanged (in thtpgcale), while for the fastest
drying it drops significantly.

The ultimate drying compliance is independent of the dryetg only ifp = 1. Forp > 1
a higher compliance is reached with a lower drying rate, amallfi for p < 1 the faster the
drying rate the higher the ultimate drying compliance.

The influence of the parametgron the time delay of the drying creep after shrinkage
is shown in Fig. 7.6 which shows the normalized evolution lofirdkage and drying creep.
Reduction of the parametgifrom its recommended value 2 to 0.5 leads to substantiaédser
in the time lag. The experimental data indicate that thesegsses occur simultaneously.

The following Section shows that the same trends hold alsada-uniform humidity dis-
tribution over the specimen cross-section and for a carist model where the deformation of
the dashpot is just a part of the total deformation.
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Figure 7.4: Evolution of flow-term viscosity (in log-log scale) for (@)= 2 = value recommended in
original MPS model, (bp = 1, and (c)p = 0.5.
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Figure 7.5: Evolution of drying creep compliance (in log-time scale) (@) p = 2 - value recommended
in original MPS model, (bp = 1, and (c)p = 0.5.
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Figure 7.6: Evolution of normalized shrinkage and drying creep conmaé@(in log-time scale) for (a)
p = 2 - value recommended in original MPS model, b} 1, and (c)p = 0.5.
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7.2.1 Validation by experimental data: Bryant and Vadhanavkkit (1987)

Experimental data indicate that the paramgtanould probably be chosen less than one because
the measured “ultimate” drying creep decreases with istngaspecimen size (and the drying
time).

The conclusion of the simplified one-point calculation canverified by finite element
simulations of the nonuniformly drying loaded specimendifiérent sizes. The data in Fig. 7.7
were obtained witlp = 0.6, which gave the best fit of Bryant's data, but which corresjsoto
p = —1.5, for which the original equations of the MPS theory losertpéiysical meaning.

The main deficiency of the proposed modification is that thdehgives too low compliance
of predried specimens loaded long after the onset of dnjingqt = 84 andt’ = 182 in
Fig. 7.8). This difference does not necessarily mean tlegptbposed creep model is incorrect,
the difference the measured and computed deformation cesilghp origin from crack closure.

Figure 7.9 only confirms that with the exponent 1 or p = oo which influences only the
viscosity of the aging dashpot (the flow term), the overdiméte creep compliance is the same
independently of the specimen size.

200 200

— 150 —. 150
IS IS
o [ae
P P
© ©

‘2 100 13 100

B 50 B 50

0 0

1 10 100 1000 10000 1 10 100 1000 10000
age of concrete [day] age of concrete [day]
(a) (b)

Figure 7.7: Creep compliance curves measured by Bryant and Vadharita{i®87) on (a) drying slabs
and (b) drying prisms of different sizes and their fits by th@®3/theory with parameters = 0.6,
ps =2 x 10710 MPa 'day!.

7.2.2 Revalidation: Fahmi, Polivka and Bresler (1972)

Fahmi’'s experiment used only specimens of one size (walkttass), therefore the size-effect
of specimen size on drying creep and shrinkage remains wrknbor this reason the valida-
tion uses parametgr = 1, i.e. p = oo for which the size effect should be negligible. This
choice brings about another advantage: the governing iequedin be solved analytically so
the viscosity increment is obtained directly.

Figures 7.10 and 7.11 support the idea of the nonstandaidechbparametep. Compar-
ing the present results with the numerical results pregeint&ection 7.1 (withp = 2), the
agreement became far better, especially in the case whepdéeemens are drying.

The value of the shrinkage parametgy had to be increased to 0.0045. This is caused by
the reduced delay of the drying creep leading to higher dsieom compliance. If the value of
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Figure 7.8: Creep compliance curves measured by Bryant and Vadhaiita(éd87) on predried (a)
slabs and (b) prisms and their fits by the MPS theory with patarep = 0.6, us = 2 x 1071°
MPa 'day!. Specimens were drying from the age= 8 days and were loaded at different ages
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Figure 7.9: Creep compliance curves measured by Bryant and Vadharia{i®i87) on drying slabs of
different sizes and their fits by the MPS theory with paramsgie= 1.0, k3 = 35.

ks, was not increased, the overall shrinkage would underestitha experimental data. Results
of the shrinkage simulations are shown in Fig. 7.12.

Similarly to simulations in Section 7.1, recommended vsloé parameters: had to be
changed in order to achieve an optimum fit. The present vaes; = 0.01, ag = 0.6 and
ag remains unchanged (recommended value). With the recomedaradues (and fixed values
of other parameters) the simulations would overestimaegof drying specimens as shown in
Fig. 7.13. Results of the simulations with constant reabiumidity do not change.

7.3 Conclusion

For sealed specimens subjected to variable temperat@weeslts predicted by the original
MPS theory turn out to be very sensitive to the assumed védgtative pore humidity (which is
below 100% due to self-desiccation). Numerical simulagibave also revealed that the original
MPS theory grossly overestimates creep when the specinseibjected to cyclic temperature.
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Figure 7.10: Mechanical strain evolution for (a) sealed specimens lddnecompressive stress 6.27
MPa at timet’ = 21 days, and (b) drying specimens loaded by compressive €r@gsMPa at time
t' =32 days;p =1, k3 = 90, b1y, = 0.2889, kr. = 0.017, ag = 0.01, ag = 0.6, kg, = 0.0045.
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Figure 7.11: Mechanical strain evolution under cyclic variations of pErature for (a) sealed specimens
loaded by compressive stress 6.27 MPa at tife- 21 days, and (b) drying specimens loaded by
compressive stress 6.27 MPa at time= 32 days;p = 1, k3 = 90, kr,, = 0.2889, kr. = 0.017,

ar = 0.01, ag = 0.6, kg, = 0.0045.

In order to overcome these deficiencies, a modified versidineofnodel has been proposed
and successfully validated. Excessive sensitivity to eesic choice of pore relative humidity
in a sealed specimen has been eliminated. Also, it has beeamier to calibrate the model
because thermal and moisture effects on creep are paigligrated. New parameters,,
andkr. have been introduced in order to reduce the influence of gules¢ thermal cycles on
creep. This modification does not affect creep tests in wthiehevolution of temperature is
monotonous.

It has been found that the opposite size effect on dryingudseassociated with the value of
exponent in the governing equation for viscosity. If the recommendaidiep = 2 is changed
top = 1, the size effect is eliminated. Fpr< 1 the size effect on drying creep agrees with
the experimental data, however, with this value the origimeoretical justification of the MPS
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Figure 7.12: Shrinkage strain evolution for specimens drying at 50%tikedaenvironmental humidity;
p=1, ks =90, ks, = 0.2889, k1. = 0.017, ap = 0.01, ag = 0.6, kg, = 0.0045.
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Figure 7.13: Mechanical strain evolution of drying specimens under (ajaned and (b) cyclic temper-
ature loading; specimens loaded by compressive stressMP27at timet’ = 32 days;p = 1, k3 = 90,
krm = 0.2889, kr. = 0.017, agp = ag = 0.1, kg, = 0.0045.

model is lost.
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8 Shrinkage updating

This section first summarizes the key steps of the shrinkggiating procedure first presented
in [10]. The goal is to improve the initial prediction of th&Bnodel by utilizing the short-time
shrinkage and water loss measurements. The capabilittessahethod are then demonstrated
on the experimental data of Granger [57] and Aguilar [6] aedain deficiencies are pointed
out.

8.1 Measuring water loss to improve shrinkage prediction

The methodology offered in [10] for updating of the shrinkgmyediction based on short-time
measurements is due to the ill-possedness of the problderafif from the creep updating
procedure.

The creep updating procedure presented also in [10] usesdecting parameteys and
p2, Which are solved from the following two equations of thestesquare linear regression.

Py F? —nF?

P2 = (8.1)

whereF' is the predicted compliance function (e.g. model B3 or B4} the measured compli-
ance functionf; = F(t;,t}), J; = J(t;,t;), n is the number of measured valudsz= 3, J;/n

is the mean of the measured compliances Bnd ¥, F;/n is the mean of the predicted com-
pliances. The corrected compliance function is then coetgpas

Jimpr(t7 t/) =P + p2F<t7 t/) (83)

If the similar procedure was used for a shrinkage updathgparametep; would possess
the meaning of the shrinkage strain that occurred befordittereading and similarly to the
previous casep, would be the scaling parameter. However, if the shrinkageeement is
performed properly and the first reading is done right afierdnset of dryingy; must be zero.

The shrinkage evolution can be conveniently described bgtian [10]

t
ean(t) = tanh 4/ T—sifl(henv) (8.4)
sh

conlt) = ﬁe:;;(hem). (8.5)

Both equations possess an intrinsic time, the shrinkageih# 7,,. The second parameter is
the ultimate shrinkage at given relative humidity. The skaige halftime is both the structural
and material property. It grows with square of the effecthiekness of the structural member
or specimen and with decreasing diffusivity. The highly inoear concrete diffusivity also
indicates that the shrinkage halftime should increase @éttreasing ambient relative humidity.
The ultimate shrinkage is mainly a material property, batekperiments indicate that it slightly
decreases with specimen size.

or its older version [29]
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On contrary to creep, to identify the correct values of theseparameters from the short
time shrinkage measurements is next to impossible. Thisnsotistrated in Fig 8.1a; the two
functions with shrinkage halftimes 100 and 300 days andfsgntly different ultimate values
are almost indistinguishable during the first 50 days of myyi Comparing to creep, higher
initial shrinkage does not necessarily mean that its finlaleséor its value after a certain period)
would be higher than of a different concrete which initiakhibits lower shrinkage, Fig 8.1b.
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Figure 8.1: lllustration of two shrinkage histories (a) with almostmdeal values during the first 50
days of drying but with different ultimate values, (b) gigimisleading initial assumption of the ultimate
value.

The shrinkage updating procedure proposed in [10] stenms fh@ similarity between the
shrinkage and the drying process; both can be describedtingtfunction of the same form.
They occur almost simultaneously and their relationshiy slightly differs from linear. If the
final value of the moisture loss at given humidityw.. (hen,) is known, the drying halftime
T» €an be then fitted/optimized based on the short time measmtsm Provided that there
exists the link between the shrinkage and drying halftimgecan be computed in the next step.
As the final step, the ultimate shrinkage is determined ukgagt-squares fitting, keeping the
previously computed value af;, fixed.

The ultimate value of water loss is affected mainly by thatreé humidity of the ambient
environment, amount of water and of cementitious materralsoncrete mixture, degree of
hydration and the type of concrete curing. If one knows thial tamount of evaporable water
Aws (heny = 0), the moisture loss can be for a specified relative humiditpmated from the
(measured or assumed) desorption isotherm. In case of/maist curing the only possibility
how to determin\w. (h.,, = 0) is to oven-heat the specimen to 105-2{0and to measure
the weight difference. If no additional water was addedmyguring (specimen was sealed),
then it can be roughly estimated based on concrete composisi

Awe(0) = w — 0.2(c + silica fume+-filler) (8.6)

which approximates the final value of the chemically boundewso be equal to 20% of the
weight of the cementitious materials. According to [72k tthemically bound water is 0.18—
0.26 of the cement content, the typical value is 0.25.
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An excellent description of the relationship between thenglage and relative humidity
(A.43) is obtained with a cubic function. From the reasortimgt the evolution of shrinkage
and moisture loss is similar, the original methodology renwended a cubic isotherm. The
expression for the moisture loss reads

At (heny) 2 17 [1 = (heny /0.98)°| Awa(0) (8.7)

wheren ~ 0.75 — 0.85; this isotherm gives no moisture change fgg, = 0.98.

However, such nonlinear behavior is more common for sang8otherms, the desorption
isotherms are in the range from 0.2-0.98 often almost lin®aace the shrinkage is related to
moisture decrease, a desorption (linear) isotherm shailgsbd. The formula for the weight
loss due to drying then changes to

Awoo(henv) ~ (1 - henv) A’woo(0> (88)

In case of the linear isotherm, the parametean be biggery ~ 0.8 — 1.0. Both isotherms
related to equations (8.7) and (8.8) are shown in Fig. 8.2 féohmulations are not realistic in
the range for.,, = 0 — 0.2, but in reality it is not usually the case.
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Figure 8.2: Isotherms associated with equations (8.7) and (8.8)

The recommended procedure [11], [13], [22] can be subdivid® two parts, first it is
necessary to achieve an accurate shrinkage predictioe efiperimental specimen and then to
update the parameters of the B3 model which will be used frehl structure.

| Measure the final water loss fat,,, = 0 using oven-drying or calculate it using equation
(8.6).

II Determine the terminal moisture loss for the average amizielative humidity from equa-
tion (8.7) or (8.8).

[l Calculate the auxiliary values
Awl- 2
= — 8.9
v <woo<henv>> ©9
wherew; is the measured moisture loss, which should be spaced apptety evenly in
the scale ofog(t — o).
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IV Evaluate the water-loss halftime

T = Eétwd; (8.10)
wheret is the duration of drying.
V Improve the prediction of the shrinkage halftime
Ton = 1.257,, (8.11)
VI Calculate the scaling parametey
p3 = i St (8.12)

> i Eo
where¢,, ; denotes the measured shrinkage strain at tiend £, ; is the computed
shrinkage strain at the same time using

t—1o

Tsh

gsh(t) = —6?2/{3}1 tanh (813)

In the last equation the values«f andk;, are computed using formulas in Section A.9.
VII Improve the predicted value of ultimate shrinkage ategivelative humidity
€ = P3Ean (8.14)

Now using the improved shrinkage halftimg and the ultimate shrinkage at given relative
humidity 57 two more general parameters of the B3 model are updated.

| The first parameter linked to concrete diffusivity is cortgulifrom the updated shrinkage
halftime, shape factor, and the effective thickneds.

Tsh
k= —— 8.15
t (ksD)2 ( )

II The second parameter is the generalized shrinkage magit

o0 Esh
Eg =
0.57514,/3 + =1

8.2 Experiments of Granger (1995)

(8.16)

Granger’'s Ph.D. thesis [57] studies creep and shrinkageradrete used in six French nuclear
power plants. Experimental data are provided for basicpcraatogenous shrinkage, drying
shrinkage and water loss. Experimental data for dryingpceee missing; Granger presents
merely the results of numerical simulations.

For the present purpose only the experimental data linkiegrioisture loss and the drying
shrinkage, see Fig 8.3, are important. Shrinkage was megsur concrete cylinders exposed
to heny = 50% after 28 days, until then the specimen was sealed. The eybngere 1 m in
height (0.5 m gauge length) and 16 cm in diameter, the top atidr surfaces were kept sealed
throughout the experiment.

The composition of the concrete mixture is specified in T&8ble however, the composition
is ambiguous, different sand and filler dosages are pres@nte/o different parts of [57]. The
water in Table 8.1 represents total water in the concreteumgxincluding water in aggregates.
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Table 8.1: Granger: Concrete properties and composition

Chooz Penly Flamanville Paluel CivauxB11 Civaux BHP

cement [kg/m] 350 350 375 375 350 266
water [Kg/n#] 190 202 180 180 195 161
admixtures [kg/m] 1.15 15 1.56 1.225 9.98
gravel [kg/n¥] 1130 1012 1040 1048 1100 1133
sand (page 88) [kg/th 792.93 591.47 743.16 709 629.18 637.33
filler (page 88) [kg/m] 42.93 60.53 51.84 63 142.82 201.67
sand (page 53) [kg/fh 750 702 795 722 772 782
filler (page 53) [kg/m] 50 50 57
silica fume [kg/ni] 40.3

air entrainer [kg/n 0.9 3 1.1 2.1 2.9 1.9
wic [ 054 058 0.48 0.48 0.56 0.61
f.05 [MPa] 43.5 34.3 64.5 40.2 53.4 43

f, 565 [MPa] 479 406 75.7 49 61.2 53.6
Eoxs [GPa] 38.6 36.2 36.7 33.7 31.9 38.4
Ess5 [GPa] 40.8 395 39.5 36.4 37.3 44

8.3 Numerical simulations - Granger

This section does not intend to demonstrate the performafitee methodology presented in
the first part of this chapter, the main goal is to criticabg@ss crucial point of the methodology
and to stress out its deficiencies identified in the individips of the algorithm. The results
presented in this section use the concrete mixtures spoifipage 88 (not 53) of [57].

In the computations, the split of the total deformation lewthe autogenous and the drying
shrinkage is neglected. The whole deformation is attritbtieethe drying shrinkage. This is
justified by the fact that on the beginning of the experimbatdpecimens were already 28 days
old and by that time the autogenous shrinkage has reachesthaor half of the ultimate value,
see Fig. 8.3 d. From the six compositions, the biggest iseredter the age of 28 days was
approximately50 x 10-% which is negligible compared to the value of the drying skeige,
and additionally, the decrease in relative humidity duertond) would diminish the additional
autogenous shrinkage. Also the water-to-cement tatioin Tab. 8.1 indicates that the ultimate
value of the autogenous shrinkage should be quite small.

8.3.1 Prediction of the ultimate water loss

To start with, let us take a closer look at the proposed fondir the development of the water

loss (8.17) if it is capable of properly capturing the expemntally measured data (Fig. 8.3a) in
the whole time range of drying.

Aw(t) = tanh \/TzAwoo(henV) (8.17)

The fitting was performed in Matlab using non-linear leasizsgs optimization. The small-
est error evaluated in terms of RMS was obtained when thmatlé water l0SAw (heny ) WaS



Shrinkage updating

94

100 T T 600 T T T
Chooz = Chooz =
Penly o Penly o il
80 Flamanville e R _ 500 Flamanville e ,“’ "
— Paluel = < Paluel o °
€ Civaux b11 =« S 400 Civaux b1l ° b
2 60 civauxbhp -g Civaux bhp .‘,’ ]
[7)] - A
%] 7] 300 + NN
° g ° Aﬁ‘g
g 40r g B
] o c 200 v h
2 Ooo = i
S < .
20 | ®, g ki
R IS 100 | oy R
v o !ﬁé v
0 1 1 0 Qg WX /1A 1 1
1 10 100 1000 0.1 1 10 100 1000
drying durationt — to [day] drying durationt — to [day]
(@) (b)
600 T T T T T T T 120 LRARL | T T rorrrm T
Chooz =
500 — 100 Penly o AL
. 4 < Flamanville e .
€ / g Paluel 2 o
S 400 1 g 80  Civauxbll = a o]
£ = Civaux bh £ ©
] £ p v o ﬁ
@ 300 - 5 60 F Vo Aiei i
o . %) = A‘A‘a‘o&
g . - g : :
£ 200f Penly o S 40t . o # Iy -
% e Flamanville e 2 a _‘l‘\o-l g
100 L vl Paluel = | ERP e 0 e |
g?dj Civaux b11 =« & v%., °
S Civaux bhp v . R gVZ °
0 1 1 1 1 1 1 1 0 | P N il 1al
0O 10 20 30 40 50 60 70 80 0.1 1 10 100 1000
water loss [kg/m] concrete age, [day]
(€) (d)

Figure 8.3: Granger’s data: development of (a) water loss (b) shrinkegeelationship between shrink-
age and water loss and (d) autogenous shrinkage

set to 1.05 of the highest value of the corresponding datassezached so far. The concrete
strength and the water-to-cement ratio influencing theughi¥iity is similar for all compositions.

It can be expected that by the end of the experiment the ctensaenples have dried to the same
degree; for this reason the same factor 1.05 was used irxalases. The results are shown in
Fig. 8.4a. The experimental data are systematically ustierated during the first 100 days of
drying and tend to be overestimated in the latter stage ohgrglso the final rate seems to be
incorrect. The power 0.5 in (8.17) must not be changed, lscawrigins from the diffusion
theory.

Better agreement is obtained when the experimental datsh#fted downwards. The op-
timum value of this shift that works for this case is 5.0 k¢/isee Fig. 8.4b for the improved
fit. Now the asymptotic value was set as 1.15 of the maximurche@d value. The reason the
original function (8.17) did not work is that it possesselyame intrinsic timer,,, but in reality
the process is more complex. Even though the specimens wesellbmerged in water during
curing, the first period of drying is dominated by the fast &y of the large capillary pores
and the second one by much slower moisture diffusion. Inrandéeto shift the experimental
data, it is wiser to incorporate the faster process into theagon (8.17) by splitting the to-
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Figure 8.4: Optimum fits of the (a) original (b) vertically shifted (-5Kg/m?) water loss data using
equation (8.17).

tal moisture loss into two components, whose proportiororgrolled by one parameter. The
proposed function reads

Aw(t) = l(l — (v,) tanh | . : + a,, tanh \/TI] Ao (heny) (8.18)

Parametery,, controls the proportion between the slow and the fast drpnmogess, whiley,,
provides the information about their rate. Another functvath the same asymptotic behavior
at the early stage of drying and the same number of paramstgikgen by

Aw(t) = [(1 ~ ay) (1 e ) + (1 - e—\/%)

To tell which one is better based on Granger’s data is alnmygossible. Function withanh
(8.18) ends more rapidly compared to function (8.19) whimtminates more smoothly, see
Fig 8.5. These fits were obtained with fixed values of parareetgand~,,, in case of equation
(8.18),, = 0.85 and~,, = 0.025 and in case of (8.19),, = 0.93 and~,, = 0.05. In both
cases the best agreement was reached with the ultimatéapeiequal to 1.22 of the maximum
reached value.

Another aspect is the prediction of the ultimate moistuss lat environment of given rela-
tive humidity. Publications [11], [13] recommend to use tiwmlinear isotherm (8.7) together
with (8.6). The result (Fig. 8.6a) overestimates the exgubealues by approx 10 kgAnOn the
other hand the linear isotherm (8.8) recommended in [22]ckvts more realistic for desorp-
tion, gives together with (8.6) approximately 60% of theeoted value (Fig. 8.6b). Figure 8.6¢
shows the results when only cement is assumed in (8.6) andrikiéad of 20% of cement is the
chemically bound water, see Fig. 8.6d. This led to improvetyaut the amount of chemically
bound water is unrealistically small.

Substantial improvement is attained when the bilineahiswh (such as in Fig. 8.2) is used.
In case of Granger’s data the initial drop from 100% to 98%tre¢ humidity is associated with
the decrease in water content equal to 15% of water addedhatoconcrete mixture (about

Ao (heny) (8.19)
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Figure 8.5: Optimum fits of the original water loss data using (a) eque(t18), (b) equation (8.19).

25 kg/m?¥) and when the filler content was ommited from (8.6) — Fig. 8espread the termi-
nal values further apart the (purely heuristic) correctergn multiplying the drop in moisture
content can be introduced,; the final form would then becorm®w(w — 130)/50. The result
of the last improvement shown in Fig. 8.6f matches well treiaeed ultimate value. The slope
of the sorption isotherm on the interval 0-0.98 is on avesg@oximately 80 kg/rh) which is
possible, but it is lower than the typical value 100 k¢/mhe need for the bilinear isotherm is
also justified by the proposed changes to the water-lossitumc

8.3.2 Shrinkage prediction/updating

In order to correctly extrapolate shrinkage from the shems measurements and the shrinkage
halftime derived from water-loss halftime, it is vital thidte shrinkage function matched the
data accurately in the whole time range, but especiallyerfitst part. If the shrinkage function
did not capture the shrinkage data correctly, an accurdtapodation would be the result of
sheer luck.

An optimum fit (in terms of RMS error) of the shrinkage datd (akasured points were
considered) using the equation (8.4) was obtained whenltimeate shrinkageS;, was equal
to 105% of the maximum reached value in the correspondirg skies. The resulting fits are
shown in Fig. 8.7a. In these fits the experimental data are approximately 50 days (in case
of Civaux BHP up to 100 days) overestimated, which meangfttieg short-time measurements
contained only these points, the final extrapolation wotrdolgly underestimate the shrinkage
development and its final value. Fig. 8.7b shows the detest (f00 days of drying) of Fig. 8.7a
plotted with respect tq/t — t,. In this time scale, the measured data strongly deviate rom
straight line which indicates that they do not follow the seasymptotic behavior (for the early
drying times) as was expected.

Smaller initial shrinkage can be attributed either to stefaracking or to the initial period
of drying which is associated with a high decrease in watatestt but only small decrease in
relative humidity which causes shrinkage.

For this reason the originally proposed exponent 0.5 in)(i8.4eplaced with a parameter
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in (8.6) , (f) bilinear isotherm + correction
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DPsh
t Psh
esn(t) = €3 (heny) tanh (—) (8.20)

Tsh
and in case of Granger’s data its optimum value is found to.68.0Now the smallest error
is reached with the ultimate shrinkagg being equal to the corresponding maximum attained
shrinkage strain; the results are shown in Fig. 8.8.
Similarly to the water loss, even now we cannot be certaih thié suitability of the chosen
shrinkage function. Fig. 8.10 illustrates the normalizeaictions (8.20) and

ean(l) = (

with exponentg,;, = 0.5, ¢, = 0.5 and with the shrinkage halftime adjusted such that the half
of the ultimate value is reached at 100 days of drying. Up @dys the curves almost cannot

t
t+ 7o

qsh
) 2% (en) (8.21)
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Figure 8.10: lllustration of two different shrinkage functions whicheaalmost indistinguishable from
each other except for very long times which are not covereekipgriments (a) in logarithmic time scale
(b) plotted with respect t§/t — ¢y. In both casep,;, = g5, = 0.5.

To preserve a good agreement of these two functions in cagenon-traditional value of
exponent,, in (8.20) the exponent in (8.21) must be different as illatd in Fig. 8.11. Of
course, the early asymptotics then do not match.

Figure 8.12a shows the relationship between the shrinkade&lgying halftime. Using the
originally proposed functions for water loss and shrinkéj&7) and (8.4) the mean of the ratio
between the shrinkage and water-loss halftime was founé .86 instead of 1.25. The only
difference was the applied constraint on the ultimate \sabfe¢he water loss and shrinkage. If
this constraint was not used, the ultimate value could b@mescases lower than the actually
measured value. This would be associated with faster dafigighence smaller drying halftime
Tw- This hypothesis was then verified and indeed, the mean oétig, /7, was 1.23, see
Fig. 8.12b. This phenomenon is rather striking because fh@wisual point of view, the quality
of the fits was very similar. This also justifies the originabtimation of this methodology
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Figure 8.11: lllustration of two different shrinkage functions plottadiogarithmic time scale; the func-
tions use non-traditional exponents;, = 0.65, ¢, = 0.8. In both cases the value 0.5 is reached at 100
days.

illustrated in Fig. 8.1a, without the ultimate value, it isnast impossible to determine the

halftime. Even though the processes in this case were canesido be nearly finished, still the

ultimate values were unclear. As shown later, the errorerafsumed ultimate value is several
times multiplied in terms of the halftimes.
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Figure 8.12: Relationship between the shrinkage and drying halftimésioéd from fitting considering
all measured points. Water loss and shrinkage was fitted thvittoriginally proposed functions (8.17)
and (8.4), (a) the ultimate shrinkage and water loss wasos&t05 multiple of the maximum value
reached so far (b) no constraint on the ultimate values.

Figure 8.13 shows the relationship between the shrinkadelanng halftime for the stan-
dard value of exponent,;, = 0.5 and for its adjusted valug,;, = 0.63. In both cases the fitting
of the moisture loss as well as shrinkage covered all medslata, not just the portion. Again,
the data do not exhibit a uniform trend, but as a gross appration a linear relationship can
be assumed; on averagg = 0.377, for py, = 0.5 andr, = 0.317, for py, = 0.63.
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Figure 8.13: Relationship between the shrinkage and drying halftimésioéd from fitting considering
all measured points. Water loss was fitted with function&Band shrinkage with (8.20), (@), = 0.5
and (b)ps, = 0.63

Now let us explore the influence of the error caused by the glyoastimated final value
of the mass of evaporable water at given relative humidityhendrying halftime. The error
can origin either in desorption isotherm or in estimatinghaf evaporable water content at zero
relative humidity (oven drying or simplified approach usocuncrete composition).

Figure 8.14a demonstrates that the dependence of theveetattor of the drying halftime
Tw 0N Aw,, IS almost independent of the particular data series and islyne property of
the given function. Also the time range and the number of tita goints used does not make
much difference, the results in Fig. 8.14a were computedgusie data from the first 60 days
of the experiment. The slope atw,, = 1 is approximately 4, which means that 10% error in
the estimated evaporable water leads to 40% error in thegltyalftimer,,, which cannot be
revealed compared to the experimental data as demonstratadexample for Chooz concrete
in Figure 8.14b. There, the curve for the optimum valué\af,, and its 0.9 and 1.1 multiple
coincide up to 400 days - even though they were optimized loa$ed on the data from the first
60 days.

It can be expected that the reversed procedure used in ttietwa of the ultimate shrink-
ages% from the shrinkage halftime,, would lead to error decrease. The input error is caused
not only by incorrectly estimated drying halftimg, but also by the relationship betweep
andr,. The error reducing ratio is approximately 1:0.5 for expane;, = 0.63 (Fig. 8.15a)
and 1:0.4 fop,, = 0.5 (Fig. 8.15b).

If the shrinkage function could properly represent bothrsand long-time shrinkage, then
the final shrinkage would be almost independet of the duraifdhe experiment used for cali-
bration, this is illustrated in Figure 8.16 where almostshme result is obtained for 30, 60 and
90 days long experiment. Also up to several times longertauraf drying it is impossible to
detect that the shrinkage time was estimated incorrectly.

On the other hand when the shrinkage function does not mla¢cexperimental data in the
whole time range, the predicted final shrinkage is stronglyeshdent not only on the duration
of the short-time experiment, but also on the distributibthe data points. Here, such function
is represented by the standarahh(+/t — ;). As was earlier pointed out in Fig. 8.7, when the
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Figure 8.14: (a) Influence of incorrectly assumed amount of evaporablemisw., on error in water-
loss halftimer,,, (b) example of estimating,, from Aw,, and short time measurements (60 days) using
equation (8.18).

1 T T T T T
09 Chooz = 4
08 Penly o i
. 07¢f Flamanville e b
1, 06 Paluel 2 b
85 051  Civauxbll = 4
g  04r Civaux bhp v ] .
5 03 . i
5 0.2 R
0 0.1 § i
£ Or . 1
T 0lF i
0.2 + .
-03% .
-0.4 E

-0.5 1 1 1 1 1
05 0.75 1 1.25 15 175 2

relative sy, [-]
(a)

relative error iney [—]
sn

T T
Chooz
Penly
Flamanville
Paluel
Civaux b1l
Civaux bhp

< » b @ O m

1 1 1 1 1 1 1 l gwb— L 1 1 1 1

075 1

125 15
relative 7y, [-]

(b)

1.75

N

Figure 8.15: Influence of incorrectly assumed shrinkage halftimyeon error in the ultimate shrinkage

value using equation (8.20) with (), = 0.63, (b) ps;, = 0.5.

function is tuned up to match the long-term data, the expamntal values of the short-time dry-
ing are overestimated. Therefore, if the shrinkage prextictas based on the early data and the
shrinkage halftime, the final value would be underestimatedhown in Figures 8.17a-8.19a.
The longer the duration of the short-time experiment, théebéhe fit. Faster convergence can
be obtained when only the last measured point is used betagisgher points won't “spoil”
the fit, see Figs. 8.17b—8.19h.

8.3.3 Conclusions - Granger’s data

e The function describing water loss in time should be modifiecause it gives poor agree-
ment with the experimental data in the early period of dryibhghould be extended with
another term — such as in equations (8.18) or (8.19) — whialldveorrespond to water



Shrinkage updating 103

shrinkage strainif0—9%]

1000 T T T T 1000 T T T T
Chooz - considered = Chooz - considered =
Chooz © Chooz ©
800 - 0.575p —— = _. 800 F 0.575,
2Tsp, g 27sp
i}
600 8 600 |
@
)
400 g 400}
X
£
%
200 200
0 0
0.1 1 10 100 1000 10000 0.1 1 10 100 1000 10000
drying durationt — to [day] drying durationt — to [day]
(a) (b)
1000 T
Chooz - considered =
Chooz ©
__ 800} 0.57sn
u‘a 27—sh
%
3 600
@
()
g 400
X
£
G
200
sl | 2l T

0

0.1 1 10 100 1000 10000
drying durationt — ¢ [day]

(©)
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Psh = 0.63.

loss associated with emptying of large pores filled with wafehis additional term is
necessary not only for concrete that was cured in water,|batfar sealed specimens.

Granger’s data indicate that having a certain experieheepbssible to predict the final
value of the moisture loss from composition of the concreitdure. The nonlinear (cu-
bic) isotherm tends to overestimate the assumed ultim&te yahile the linear isotherm
reaches only 60% of the expected value. The best agreemeaicised with the bilinear
desorption isotherm.

The originally proposed relationship between the halfsmg = 1.257,, was found to be
unrealistic. The shrinkage and drying halftimes are vengie to data, especially at the
later stage. It was shown that even small changes can leaipletely different ratio.
Different ratios are found for functions that match the dagtter than the recommended
functions (8.4) and (8.17). The linear relationship betweg andr, is in any case very
simplistic and can lead to considerable errors.

As an example consider that the final water loss at givenivel@umidity Aw,, was
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Figure 8.17: Shrinkage prediction using equation (8.20) with = 0.5 and based on computed shrink-
age halftime and (a) all data until 30 days of drying (b) on@sueement at 34 days.
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Figure 8.18: Shrinkage prediction using equation (8.20) with = 0.5 and based on computed shrink-
age halftime and (a) all data until 60 days of drying (b) onesueement at 62 days.

estimated 10% higher than the actual value. Using leastreguthe computed drying
halftimer,, is 40% higher than the actual (see Fig. 8.14). Even when thekstge half-
time 7, could be computed with 100% accuracy fragy) the value of the final shrinkage
£ would be 20% overestimated (considering also that the lshgi@ function correctly
captures the data in the whole range, see Fig. 8.15). Takio@ccount the error induced
by assuming on the linear realtionship betwegmandr,, the error would be comparable
to (maybe even exceed) the original (blind) prediction. therB3 model [13] coefficient
of variation is 34%.

Considering the scatter shown in Figs. 8.12 and 8.13, esamaf 7, from 7,, is literally
impossible.

The correct value of the shrinkage halftime and a proper fofra shrinkage function
are necessary for the correct shrinkage prediction. Haiege two conditions fulfilled,
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Figure 8.19: Shrinkage prediction using equation (8.20) with = 0.5 and based on computed shrink-
age halftime and (a) all data until 90 days of drying (b) onesueement at 90 days.

the shrinkage can be predicted from experiment of very échduration. With correct
shrinkage halftime and a function which does not decribé thelinitial period of drying,
it is better to use only the last measured point.

e The shrinkage data from the first 10 days of drying should logected.



Shrinkage updating 106

8.4 Experiments of Aguilar (2005)

Extensive study published in the Ph.D. thesis of Aguilaci@jtains a broad set of experimental
data on shrinkage and moisture loss of concrete prisms. Tdie aim was to analyze the
influence of concrete mixture on drying shrinkage, becasédcal Chilean aggregates cause
larger creep than usual (600-1300)~°), see Fig. 8.20. Many different concrete compositions
were tested from which 94 were selected for the analysis.

The variations in concrete composition comprised: difieiement types (Portland, Port-
land pozzolan coarse and Portland pozzolan fine cementpe? yf aggregates (limestone/si-
liceous), maximum nominal aggregate size (20/40 mm), watetent to obtain 60/120 mm
slump, admixtures (no admixtures, water reducing agenfgresive and shrinkage reducing
admixtures, gypsum, ice), and of course different dosafjfeeaonstituents. Even though the
compositions were often quite different, the intended gestrength was 30 MPa.

Two specimen sizes were used in the study: rectangular ptiéfx 100x500 mm (accord-
ing to DIN standard) and #575x285 mm (according to ASTM standard). Three specimens
were prepared from each composition and size. Weight lodshrnnkage were measured on
the same specimens. Length changes (shrinkage) were reddmih on the lateral surface and
between the specimen bases.

The specimens were cast into standardized molds from whahwere removed 24 hours
(2 hours) after casting. Just before the first reading, these \sabmerged into water for
30-60 minutes in order to attain temperature stability. dBefthe measurement, the surface
was wiped with a cloth to remove excessive water. After tha fieading, the prisms were
returned for curing into the lime water where they were keptanother 6 days. Afterwards,
the specimens were again superficially wiped and measuriee.specimens were stored in a
room with controlled environment: 5% relative humidity and 281.7°C. No sealing was
used, the specimens were drying from all sides. The reasvegsdone 1, 2, 5, 6, 7, 8, 14, 15,
21, 22, 28, 56, 83, 90, 112, 224, 360, 448, 540, 630, 720 and d&#s from the end of curing.
Finally, the specimens were oven-dried at X2@nd the final weight was recorded.
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Figure 8.20: Maximum shrinkage measured on specimens of two differemissieach point represents
the average of three measurements.

e Since no reading was done before the first water bath, nonv#ton is available on the
amount of imbibed water or the initial swelling deformation
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e The wiping with the cloth is a somewhat unclear procedures procedure was tried by
the present author on a prismatic mortar specimed>416 cm, every wiping removed
water equal approximately to 0.5% of the specimen massgvihd surface looked still
the same (darkish color of a moist concrete).

e The autogenous shrinkage was not recorded, in some casgsrigaresent a substantial
part of the deformation.

¢ Regarding the oven-drying, it was not specified, what wastherion to terminate the
drying. According to a private communication with the autbb[6], the specimens were
oven-dried for about 4 days. The specimen could be crushedder to speed up the
drying process, in reality they were kept intact.

¢ |t can be expected that the smaller specimens will exhilgig®i scatter - comparing the
ratio of the maximum aggregate size 4 cm to the dimensioneetpecimen with the
shorter edge length 7.5 cm and gage length 28.5 cm. For #esnghe computations are
primarily fit to the data of the bigger specimem8() x 100 x 500 mm.

8.5 Numerical simulations - Aguilar

The following simplifying assumptions have been used:

¢ \olume of the individual specimen was calculated as its Wmaight after demolding (and
1 hour water bath) divided by the fresh concrete density.

e Weight loss is always considered with respect to the stateeatige of 7 days, i.e. right
after water curing. Corresponding moisture ratio is olgdias a weight divided by the
actual specimen volume.

8.5.1 Prediction of water loss

Similarly to the study of Granger’s data, the water-lossadait analyzed first and the shrinkage
data are investigated afterwards.

Comparing to the previous study, Aguilar examined specgwdnwo sizes. Thanks to the
oven-drying at the end of the experiment, there is the oppdst to assess the relative ultimate
water loss. If the difference in the measured moisture edritgns out to be similar for both
sizes, the specimens have dried either completely or to itesidegree.

Figure 8.21 shows the relationship between the ultimatemlass per unit volume mea-
sured on large and small specimens. The specimens wererigdtat 50% relative humidity
(Fig. 8.21a) and then the same specimens were transfeteednroven (Fig. 8.21b). No cor-
rection factors multiplying the ultimate values are usethis plot.

In Fig. 8.21a the points are nicely centered around the di@igevhich implies that in the
end of the experiment a similar portion of the moisture hasddout both from small and
large specimens. This suggests that the specimens arg deadr have dried approximately
similarly.

However, the points in Fig. 8.21b are centered rather in gpentleft portion of the figure,
which means that in the end of oven-drying a bigger portiowater has evaporated from the
bigger specimens than from the smaller samples. This beheamnnot be reasonably explained.
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Figure 8.21: Ultimate measured water loss of specimens of two differeeiss(a) dried at.,,, = 0.50,
(b) oven-dried. Each point represents the average of thezsunements.

In Figure 8.22 the measured water lost by oven drying is @tb#tgainst the amount cal-
culated based on concrete composition. It was assumedhihapecimen has not dried com-
pletely, so the plotted data represent the measured datgheal by the factork,,., = 1.05.
From the concrete composition the water loss was estimated) dollowing formula which
gives quite reasonable agreement:

A'woo(henv - 0) = W + Wadditives T Waggregates + Wabsorbed,1h + Wabsorbed,6d — A€ (822)

wherew is the amount of water prescribed in the concrete compositiQy;:iv.s IS the weight

of additives (the same density as water is assumeg),.....s IS the amount of water in the
aggregates which were not completely diyysorned 1n 1S the water imbibed by the specimen
after demolding during 1 hour in the water bath angs.ed 6a IS the water consumed during
curing. The initially absorbed watef,,s.neq,1n €aN be only roughly estimated and there is no
check that the value is correct. The selected value of tfasabsorption 0.02 ml/(ts) is
rather small, but considering that the concrete is highlyrsgéed, it was found to be adequate.
The amount of imbibed water is them.orbeq,1n = 0.02 x 1072 x 3600 x S/V which is 3.2
kg/m? for larger specimens and 4.3 kg¥rfor smaller specimens. The amount of chemically
bound water is proportional to cement weight, with the préipaality factora... First, the value
0.2 that worked best in case of Granger’s data can be useé &sstrapproximation.

The standard deviation of the relative error between thepeed and measured water loss
for the bigger specimens is approximately 11.8%. The mdative error for the smaller spec-
imens is 9.4%.

Figure 8.23 suggests that perhaps a different parametgiould be used for different ce-
ment types. The chemically bound water is comparable foPtrland and the fine pozzolan
cement, while the coarse pozzolan cement binds lower anodwater (during the limited time
before the decreased relative humidity stops the hydration

For the 50% relative humidity, the computed weight loss bas® concrete composition
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Figure 8.22: Comparison of the measured and computed amount of evapavabér lost by oven drying
for specimens with the edge length (a) 100 mm, (b) 75 mm.
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Figure 8.23: Comparison of the measured and computed amount of evapavalbér lost by oven drying
for specimens with the edge length (a) 100 mm, (b) 75 mm. Qmycbncretes without admixtures are
considered, the behavior depends on the cement type.

was estimated using the following equation

Awoo(henv — 50%) = 7](1, — henv)(w “+ Wadditives + Waggregates — XeC — Wiarge pOres)+ (823)

FWabsorbed,1h T Wabsorbed,6d T Wiarge pores
with parameter; = 0.8 related to the slope of the desorption isotherm in interv@.98. The
value of the moisture content stored in the large pargs. ,...s Can be determined when the
sorption isotherm is known which is not the present case. tloan be only roughly estimated;
it will be probably related to the amount of water in the catermixture, because the higher
the amount of water leads to the bigger the portion of theelggres. The smallest error was
achieved Withuiarge pores = Kuw X (W + Wadditives + Waggregates) @aNAL,, = 0.26, the average value
Of Wiarge pores 1S 55 kg/n¥. The slope of the desorption isotherm up to 98% relative Witgnis
then?n(w + Wadditives + Waggregates — XeC — Wiarge pores) WhicCh is on average only 60 kg/m
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Comparison between the measured and the moisture loss teanfpom composition is
shown in Fig. 8.24. Similarly to the previous case the messualue was multiplied by factor
Eoven = 1.05.

For the bigger specimens (Fig. 8.24a) the data points ae¢réentered around the diagonal
(standard deviation of the relative error= 9.3%), for the smaller specimen the agreement is
still satisfactory, but the cluster of points is somewhigdi.
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Figure 8.24: Comparison of the measured amount of evaporable watenfabing ath.,,, = 50% and
the amount computed based on concrete composition forrepasiwith the edge length (a) 100 mm,
(b) 75 mm.

Utilizing the information from the oven-drying experimetite moisture loss can be com-
puted as

Aujoo(henv - 50%) - 77(1 - henv)(kovenAw - wlarge pores — Wabsorbed,1h — wabsorbed,Gd)+

+wabsorbed,1h + Wabsorbed,6d + wlarge pores

(8.24)

whereAuw is the difference between the moisture content in the endiohg and after oven-
drying.

The results of the prediction based on oven heating is shoviaig. 8.25. For the bigger
specimens the error is comparable to the methodology basedrmposition (now = 8.9%),
but for the smaller specimens the inclination from the dreddbecomes even more apparent.

In order to make the average slope of the desorption isoth@wne realistic, the following
adjustments of the parameters were done. First the amogheafically bound water captured
by parametery,. is reduced from 0.2 to 0.15. This can be explained by shoueng period
(only 7 days before the onset of drying). Next, the paranrefating the amount of large pores
to water in composition is set th, = 0.15 which makes the average of the moisture content
represented by the large pores equal to 30 Kg/fhen the parameter relating the slope of
the desorption isotherm to the amount of evaporable wateas increased to 0.9. Finally the
values measured by oven-drying were multipliedkby,, = 1.2 instead of 1.05.

The errors are comparable to the previous set of paramétgreaow the average slope of
the desorption isotherm is 105.8 kg/nThe results are shown in Figures 8.26-8.29
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Figure 8.25: Comparison of the measured amount of evaporable water yodtying athc,, = 50%
and the amount computed based on the oven-drying experifioresppecimens with the edge length (a)

100 mm, (b) 75 mm.
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Figure 8.26: Comparison of the measured and computed amount of evaponadiktr lost by oven
drying for specimens with the edge length (a) 100 mm, (b) 75 mm= 0.15, k,, = 0.15, n = 0.9,

koven = 12)
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Figure 8.27: Comparison of the measured and computed amount of evapavaltr lost by oven drying
for specimens with the edge length (a) 100 mm, (b) 75 mm. Qwycbncretes without admixtures are
considered, the behavior depends on the cement type- (.15, k,, = 0.15, 7 = 0.9, kopen = 1.2).
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Figure 8.28: Comparison of the measured amount of evaporable watenfabing ath.,,, = 50% and
the amount computed based on concrete composition forrepasiwith the edge length (a) 100 mm,
(b) 75 mm (. = 0.15, kyy = 0.15, 7 = 0.9, kopen, = 1.2).
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Figure 8.29: Comparison of the measured amount of evaporable water yodhing athen, = 50%
and the amount computed based on the oven-drying experifioresppecimens with the edge length (a)
100 mm, (b) 75 mmd,. = 0.15, ky, = 0.15, 7 = 0.9, kopen, = 1.2).
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8.5.2 Relationship between shrinkage and moisture loss

This section aims to reveal whether or not there exists aldetkveen the drying halftime and
the shrinkage halftime. The big scatter in the previousieecatould have two main sources:
first, the effective thickness was quite big compared to Rgisi specimens (uncertainty in
the ultimate value causes error in halftime), and seconly, ix compositions with different
additives and admixtures were used. In Aguilar's studyedlzee 42 compositions without any
admixtures.

Due to the fact that all the specimens were water-cured,iitagitable to use a function
(8.18) which splits the total water loss into two componenith two different characteristic
times. Shrinkage can be fitted with (8.20), first with = 0.5. All the data points are used
in the fitting. All the parameters were kept unconstrainete Tesult of such optimization is
shown in Fig. 8.30. The mean of the ratio between the ultimatier |10SsAw. (heny ) @and the
maximum reached value was 1.02 and between the ultimateksiges>; and the maximum
reached value 0.9997. The relationship between the drymagsarinkage halftime is quite
wide-spread (standard deviation of the ratip; /7, ; is 0.27). Maybe a clearer trend could be
obtained if the parameters in (8.18) and (8.20) were sulesgtyuconstrained.
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Figure 8.30: Relationship between the ideal shrinkage halftimes anddh@sponding water-loss half-
times for (a) all concretes (b) only concretes without adores. All parameters are kept free except
psn = 0.5 (according to Bazant). Mean error (RMS) of the shrinkagei$i89.6 x 10~¢ and water loss
fits 1.27. Mean of the individual ratiosy, ;/7.,; is 0.494, standard deviation 0.265.

First, the ratio between the ultimate water loss and its mari was fixed to 1.02 and the
ratio between the ultimate shrinkage and its maximum vaueQ. As could be expected, the
mean error increased (RMS: shrinkage2 x 10~¢, water loss 1.32), but the standard deviation
of the ratiosry;, ; /7., ; decreased to 0.206 with the mean value 0.472.

Next the ratio between the water-loss halftimes was seO® (RMS: water loss 1.57, mean
of T4n.i/Tw. 1S 0.492, standard deviation 0.226) and finally the last ieimg parametet,, was
set to 0.6. Interestingly, the mean of the ratip; /7, , changed only by 12% and the standard
deviation reduced to 60% of the original one. But even nowprasented in Fig. 8.31, the
scatter is still huge.

The same fitting procedure was then repeated: motivateddditting of Granger’s data also
the exponenp,;, in (8.20) was subject to optmization. Figure 8.32 shows #i®s when all
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Figure 8.31: Relationship between the ideal shrinkage halftimes anddah@sponding water-loss half-
times for (a) all concretes (b) only concretes without adomes.p,, = 0.5, Aws : max(Aw) = 1.02,
Yo = 0.03, apy = 0.6, €37 : max(eg,) = 1.0. Mean error (RMS) of the shrinkage fits4$.2 x 106
and water loss fits 1.96. Mean of the individual ratigg; /7., ; is 0.436, standard deviation 0.161.

parameters were kept unconstrained. Note the consideeghietion in the shrinkage error and
the standard deviation of,, ; /7, ;, compared to Fig. 8.30. Although the error of the shrinkage
fits decreased, the mean of the ratio between the ultimatenaxdnum reached shrinkage is
only 0.9672 with standard deviation 0.0209. This suggésiisthe function (8.20) is not suitable
even with non-standard value of the exponent
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Figure 8.32: Relationship between the ideal shrinkage halftimes anddh@sponding water-loss half-
times for (a) all concretes (b) only concretes without adores. All parameters are kept free. Mean
error (RMS) of the shrinkage fits 1.8 x 10~¢ and water loss fits 1.26. Mean of the individual ratios
Tsh,i/ Tw,i 1S 0.360, standard deviation 0.195.

Smaller error in the shrinkage fits as well as the ratio betwtbe ultimate shrinkage and
the maximum reached value is obtained with function (8.2h)case of Granger’s data the
difference between the functions (8.20) and (8.21) couldeaecognized because the exper-
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Figure 8.33: Relationship between the ideal shrinkage halftimes anddah@sponding water-loss half-
times for (a) all concretes (b) only concretes without adores. Awe, : max(Aw) = 1.02, 7, = 0.03,
aw = 0.6, ps, = 0.6, €% : max(es,) = 1.0. Mean error (RMS) of the shrinkage fitsdg.8 x 107¢ and
water loss fits 1.96. Mean of the individual ratiag ; /7., ; is 0.360, standard deviation 0.131.

iment did not last long enough. Aguilar’s data indicate thatshrinkage evolution terminates
more smoothly than it is described withnh function, see Fig. 8.10. The obtained relation-
ship between the halftimes is shown in Figure 8.34 which atrmannot be distinguished from

Fig. 8.33 except for the different scale on the vertical axis
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Figure 8.34: Relationship between the ideal shrinkage halftimes andah@sponding water-loss half-
times for (a) all concretes (b) only concretes without adores. Shrinkage is described with function
(8.21). Aws : max(Aw) = 1.02, v, = 0.03, ay = 0.6, g5, = 0.86, €35 : max(es,) = 1.03. Mean
error (RMS) of the shrinkage fits 8.1 x 10~¢ and water loss fits 1.96. Mean of the individual ratios
Tsh,i/ Tw,i 1S 0.158, standard deviation 0.0575.

When the same procedure is applied to the data measured dersspacimens, the agree-
ment is worse than expected, see Fig. 8.35. The ratio betihedralftimes almost doubled and
the errors increased too.
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Figure 8.35: Relationship between the ideal shrinkage halftimes anddah@sponding water-loss half-
times for (a) all concretes (b) only concretes without adores. Shrinkage is described with func-
tion (8.21), smaller specimensAws, : max(Aw) = 1.01, v, = 0.03, o, = 0.6, g5, = 0.86,
€% : max(eg,) = 1.01. Mean error (RMS) of the shrinkage fits38.4 x 10~% and water loss fits 2.18.
Mean of the individual ratiosy, ; /7, ; is 0.246, standard deviation 0.116.

According to the diffusion theory, the drying halftime slebbe proportional to the square
of the effective thicknesd). In this case the rati®?,, : D%, = 1.88, so the halftimes should
be in also this ratio. As shown in Fig. 8.36, the error propaidéms from shrinkage, not from
the moisture loss, because the average ratio of the dryilitinies determined by fitting is
Tw100 © Tw7s = 1.8 Which is only slightly different from the ideal value 1.88hike the ratio of
the drying halftimes (even though the expongpntwas equal 0.5) is 1.23. The scatter is in both
figures quite large.
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Figure 8.36: Relationship between the ideal (a) water-loss halftimes(ahshrinkage halftimes identi-
fied by fitting using equations (8.18) and (8.20) with expdnep = 0.5.
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8.5.3 Conclusions - Aguilar's data

e Prediction of the ultimate water loss of the drying concigiecimen can be computed
using two methods providing comparable accuracy. The firstuses concrete composi-
tion, the second one makes use of the results of the ovengleyiperiment.

e Comparable results of the predicted moisture loss can rauat with different values
of parametersd., koven, 1, ky). SOme combinations provide good agreement with the
measured data but lead to unrealistic values of some migtesjgerties (such as moisture
capacity).

e Aguilar’s shrinkage data indicate that the shrinkage fiomcivith tanh (8.20) is not suit-
able, the function terminates too rapidly. Considerablyken error is reached with the
function (8.21). In both cases the exponenjsandg,, are higher than the recommended
value 0.5.

e The relationship between the water-loss halftime and thalsige halftime exhibits large
scatter.

e The water-loss halftimes identified from Aguilar’s data scaled correctly with the spec-
imen size. This is not true for shrinkage halftimes; it carchesed by the specimen size,
which is quite small compared to the maximum aggregate size.

8.6 Numerical modeling in OOFEM

The objective of this section is to prove not only the validif the simplifying assumptions

made in this previous sections but also to check that theune@slata can be obtained with the
combination of Kuinzel's (transport) and MPS (structunadlgsis) models. The validation is
done in terms of finite element analysis in program OOFEM. flisédata series of the thesis
[57] [6] was selected as an example.

8.6.1 FE simulations of Granger’s experiment

Although the Granger’s Ph.D. thesis provides the basicpcosga, the values of the basic
creep parameterg—g, were computed from concrete composition using the formafabe

B3 model. The reason is that the resulting shrinkage (med&omputed on stress-free speci-
mens) is insensitive to these values. For the “Chooz” comipawith f. = 43.5 MPa,c = 350
kg/m®, w/c = 0.54 anda/c = 5.617 the parameters arg = 19.22, ¢o = 116.28, g3 = 2.87,

qs = 6.07 all in 10~%/MPa. Since the size effect on drying creep is not known, liteter to
stick to the “safe” value of the exponent= 1 which gives the same drying creep independently
of the specimen size. Parameigr= 35 is taken from fitting of Bryant’s data. The remaining
fitting parameter in the structural analysis is the shriekengfficientk,;,.

In the analysis presented in Section 8.3.1, the total amotievvaporable water at zero
relative humidity for the “Chooz” composition was estindhtes190 — 0.2 x 350 = 120 kg/n?,
the assumed amount of water accumulated in large poredas 190 x (190 — 130)/50 =
34.2 kg/m* and the amount of evaporable water at 50% relative humidityx (1 — 0.5) x
(120 — 34.2) + 34.2 = 68.52 kg/m?. The slope of the desorption isotherm is tiefh x (120 —
34.2) = 68.64 kg/m?. The isotherm and the results are presented in Figs. 8.3B.8& the
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used parameters are listed in Tables 8.2 and 8.3. In alhaliges, the desorption isotherm is
bilinear with the breaking point &t = 0.98

For the first set of parameters (labeled OOFEM #1), the elolwf water loss is captured
correctly, but the shrinkage is too delayed behind the expart. This is caused by the initial
high moisture capacity — during drying the moisture contetreases rapidly, but the change in
shrinkage strain is linked to change in relative humiditijat initially decreases very slowly.

In the next step the moisture capacity on interivat (0 — 0.98) was increased from 68.6
to 80 kg/n¥, keeping the same free saturation moisture content. Thavimhimproved, but
in order to obtain a realistic shrinkage evolution it wasessary to replace the original highly
nonlinear isotherm with almost linear one (OOFEM #3) witbps 115 kg/m. Qualitatively
the same results are obtained when the isotherm is shiftedrds 17.5 kg/rh (OOFEM #4).
The increased amount of evaporable water 137.5 k¢ftien corresponds to smaller amount of
the chemically bound water expressed by parameter 0.15.

Even though the slope of the isotherm increased, the amduméter that evaporates at
hewe = 0.5 decreased to 62.5 kghArhowever, the agreement with the experimental data is still
very good, see Fig. 8.37b.

For every isotherm it was necessary to properly adjust thelsige constant,,,, to cor-
rectly capture the ultimate shrinkage value. The valué,gfhad to be biggest for the highly
nonlinear isotherm which led to the slowest decrease inivelaumidity (and shrinkage). The
slow rate of drying was accompanied with substantial rélaraTherefore a large value of the
shrinkage constant was necessary to achieve the corrattate deformation.
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Figure 8.37: (a) Alternatives of the desorption isotherm used in sinioites, (b) comparison of the
Granger’s experimental data with numerical simulation®FEM: water loss in time.

Figure 8.39 shows the updated results from Section 8.3.lveMer, the fits with the analyt-
ical functions (8.18) or (8.19) became poor.

8.6.2 FE simulations of Aguilar's experiment

The first concrete in Aguilar’s thesis had compressive gtieri. = 37. MPa, the concrete
composition consisted of14.8 kg/m?® of cement, 19.4 kg/fof water in aggregates, 192.2
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Table 8.2: Granger’s experiment: summary of the input material pataraediffusion

OOFEM#1 | OOFEM#2 | OOFEM#3 | OOFEM#4
w(0) [kg-m~] 17.3 15 0 17.5
k [kg-m~3] 68.6 80 115 115
wy  [kg-m™?] 120 120 120 137.5
I [] 500 450 400 400
A [kg-m2 0.3 0.35 0.35 0.35

day 9]
Table 8.3: Granger’s experiment: values of shrinkage constant

OOFEM+#1 | OOFEM#2 | OOFEM+#3 | OOFEM#4

ksn [-] 0.0015 0.0014 0.0013 0.0013

kg/m? of additionally added water, and 1808.9 kdg/of aggregates. The resulting water-to-
cement ratio (computed from the added water only) was 0.4684aggregate-to-cement ratio
4.361. Using the B3 formulae, the basic creep parameterbeastimated ag, = 20.84,
qo = 146.44, g3 = 1.96, q; = 7.24, all in 10~5/MPa. The MPS parameters are taken the same
as in the last sectiop,= 1 andks = 35.
This section presents only the data and simulations of tigdbispecimend (0 x 100 x 500
mm), the results of the smaller sample of the same compositie omitted because the size-
effect on shrinkage does not hold in case of Aguilar’s data.
For the first concrete mixture, the amount of water consunaeitng the 6-day curing period
was 11.85 kg/rfy adding the water imbibed during the 1-hour bath just afmadlding this
makes approximately 15 kgAinBased on the concrete composition, the amount of chemicall
bound water i$).15 x 414.8 = 62.2 kg/m?, and the amount of evaporable watehat, = 0 is
226.6 — 62.2 = 164.4 kg/m®. Water occupying large pores represents$ x (192.2 + 19.4) =
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Figure 8.39: Experimentally measured water loss (Granger's data) amdpdated ultimate value (rep-
resented by points at 10,000 days) using bilinear isothernty, cement and silica fume are considered
as cementitious materials in (8.6),= 1.0 in (8.8) and the water content assigned to large pores is
computed a8.035 x w.

31.7 kg/m?®. The slope of the desorption isotherm can be computédag 164.4—31.7) = 106
kg/m? and the amount of evaporable watehat, = 0.5is 0.5 x 106 x (164.4 —31.7) +31.7 +
15 = 99.6 kg/m?

The input parameters are summarized in Tables 8.4 and 8.&edhlts are shown in Figs. 8.40
and 8.41.

In the analysis of moisture transport, the problem appeghd away. Kinzel's model is
not capable of simulation in the region above free satumatiibthe total amount of evaporable
water 164 kg/mis assigned to the free saturation water conteptthe drying process is with
the normal values of material parameters too slow comparéiet experimental data, see the
red curve in Fig. 8.40.

In the experiment, the concrete loses already 20 kgfiter one day of drying. Most of this
amount is the water which soaked into the concrete during/éiter bath and occupies the large
pores where it is not strongly bound and can easily leak oot.tlis reason, in the following
simulations the amount of absorbed water 15 Kgisnsubtracted from the experimental data
and in the presented plots this value is added to the compateds.

In the following simulations the sorption isotherms are stamcted such that the total wa-
ter loss (fromh = 1.0 to h = 0.5) is 95 kg/n¥ which is equal to the 1.02 multiple of the
experimentally measured value.

For this concrete the experimentally measured contentagd@able water (by oven-drying)
was 142 kg/mh, in the previous Section the “real” total content of evajpteavas found to be
1.2 multiple of the measured value, which makes approx 1K@%’. For this reason in the
parameter sets #3 and #5 the water content is set to a higlier va

Similarly to the findings in Section 8.6.1, the straightey igotherm and the higher its slope,
the better the agreement of the MPS model with the measuretkabe data.

Figures 8.42, 8.43 and 8.44 show the comparison betweendghsured and the computed
values of the total (oven-drying) or partial (drying at 50%,) amount of evaporable water. In
these figures, the experimentally measured ultimate valtiester loss determined by oven-
drying were multiplied by 1.25, the values measured by dy@n50%?#..,, by 1.02. The water
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Figure 8.40: (a) Alternatives of the desorption isotherm used in simoet, (b) comparison of the
Aguilar's experimental data with numerical simulation€<O@FEM: water loss in time.
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Figure 8.41: Comparison of Aguilar's experimental data with numericdahidations in OOFEM (a)
shrinkage strain in time, (b) shrinkage strain vs. wates.los

in larger pores is computed 4935 x w and the chemically bound water 843 x ¢. The
desorption isotherm is in all cases bilinear and the intgi®e with the vertical axis is at the
origin (n = 1). The results are qualitatively comparable with those guFes 8.26 8.29 and
8.28 which were computed with different input parameters.

8.6.3 Conclusions: FE simulations in OOFEM

The finite element simulations in program OOFEM have revketiat the experimentally mea-
sured water loss data can be fitted with almost any isotheomiged that the difference between
the moisture content at free saturatiopand the content (/... ) matches the asymptotic value
of moisture loss. However, the shape of the desorptionésotlurastically influences the devel-
opment of relative humidity which is the driving force of Btkage. Highly nonlinear isotherms
led to significant delay in the computed evolution of shrggk@ompared to the experiment. In
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Table 8.4: Summary of the input material parameters: diffusion
OOFEM+#1 | OOFEM#2 | OOFEM+#3 | OOFEM#4 | OOFEM+#5
w(0) [kg-m~3] 13.5 16 15 0 0
k [kg-m~3] 106 106 130 140 150
wy  [kg-m™?] 164 149 (+15) 157 (+18) 150 (+15) 155 (+15)
0 [-] 500 500 500 500 500
A [kg-m—2 0.5 0.5 0.5 0.5 0.5
day—O.B]
Table 8.5: Summary of the input material parameters: MPS
OOFEM#1 | OOFEM#2 | OOFEM+#3 | OOFEM#4 | OOFEM+#5 \
ke -] 0.0032 0.0027 0.0025 0.0025 0.0025 \
250 T T T T 250 T T T T
o% 200 - % 200 | -
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£ g
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Figure 8.42: Comparison of the measured and computed amount of evapovatikr lost by oven
drying for specimens with the edge length (a) 100 mm, (b) 75 (@m= 0.13, k,, = 0.035, n = 1.0,

Eopen = 1.25).

order to match the shrinkage data, the desorption isothachtdhbe almost straight.
The slope of the desorption isotherm (moisture capacigptified in simulations of Aguilar’'s
data is very steep; the average is 149 kigiwhich is far above the typical value 100 kg/m
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Figure 8.43: Comparison of the measured amount of evaporable water yodtyting athc,, = 50%
and the amount computed based on the oven-drying experifioresppecimens with the edge length (a)
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Figure 8.44: Comparison of the measured amount of evaporable watenfabing ath.,,, = 50% and
the amount computed based on concrete composition forrepasiwith the edge length (a) 100 mm,
(b) 75 mm (. = 0.13, ky, = 0.035, 7 = 1.0, kopen = 1.25).
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8.7

Concluding recommendations

The original function for water loss (8.17) should be repthavith a more complex one
(8.18) combining the fast and slow processes, this is iabigtfor specimens stored un-
derwater or moist cured. However, it should be used alsodalesl samples.

The shrinkage function (8.20) should be replaced with (Bw#iich does not end so sud-
denly. This could not be analyzed from Granger’s experinbectuse it terminated too
early. The optimum value of exponents, andq,, is bigger than 0.5.

The ratio between the drying halftime and shrinkage ha#ftdoes not exhibit a uniform
trend.

The predicted shrinkage magnitude based on concrete campashould be preserved
and changed only when necessary. The originally recomneensi¢hodology can im-
prove as well as deteriorate the blind prediction.

The dependence of shrinkage on moisture loss is far fromatdjmaore suitable is a “S”-
shaped curve having three distinct parts:

— substantial moisture loss and minor shrinkage strain qtarscorresponds to emp-
tying of large capillary pores

— approximately linear relationship between shrinkage anttuare loss

— very slow moisture loss leading to almost no shrinkagerstrai
The experimental data were successfully fitted in the finément calculations exploiting
MPS and Kiinzel's models. In the MPS model, the highly nadimdesorption isotherm
leads to considerable time delay of shrinkage behind therexgntal data. To eliminate
this delay, the isotherm needs to be adjusted, preservingltimate amount of water loss

at given relative humidity. However, such isotherm is altioear and its slope is very
steep.

Clearer conclusions can be made if the following conditiaesmet

— the specimens are sealed during curing and absolutely rey igsadded

— more specimens with different sizes are created from the samcrete mixture
— the specimens are crushed and oven-dried at the end of anregpé

— the desorption isotherm is experimentally measured
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9 Application

This chapter presents one real-world application of therdficestress-solidification theory and
of Kiinzel’'s model for moisture transport.

The studied structure is a floor made of reinforced concragt @an a foundation slab; it
is located in the new laboratory hall of the UCEEB (Universitentre for Energy Efficient
Buildings) in Bustéhrad, Czech Republic.

The slab is 100 mm thick and is reinforced with two layers efwelded reinforcing mesh
26/100/100 mm. The thickness of the top concrete cover is 3Camirthe bottom 15 mm. In
order to prevent random shrinkage cracks, the top half oflgie was cut at the age of 4 days.
The distance between the cuts is in the examined part bet?8eand 3.8 meters. The floor is
separated from the foundation slab with a plastic foil.

It was expected that the asymmetric drying (from the topemerbnly, the bottom is assumed
to be perfectly sealed) would lead to warping (curling). Bauthe non-uniform shrinkage (over
the thickness) the edges and corners of the cut segmentsl wisal If the self-weight was
neglected the curvature would be constant, for this redsevertical deflection should grow
with the square of the distance from the center of the segment

The question was what should be the optimum spacing of tise Gie longer the distance
between the cuts the bigger can be the deflection. A heavyptzad on the corner of the
lifted slab could cause cracks in the top surface. On the tidned, more cuts cost more money
(after 3 months the cuts are filled with silicone sealing) eedtlice the durability.

9.1 Experimental setup

The preliminary FE computations which studied only the syetrin quarter of the slab without
the self-weight, the maximum deflection of the 3 meters slab was estimated as 4-9 mm after
50-150 days of drying depending on the input parameters. tBtige big differences it was
decided that the evolution of the deflections of the newly enffémbr would be recorded and the
FE model would be recalibrated to get more experience ané &bke to predict the behavior
of slabs with different dimensions. The recorded deflestimould be supplemented with the
shrinkage and water loss measurements on specimens méaueidéntical concrete mixture
(same batch).

9.1.1 Concrete mixture specifications, floor fabrication

The design recipe of the concrete mixture contained 340 kgfroement (CEM II/A-M - 42.5
Clzkowce) max 178 kg/mof water, 840 kg/m of fine aggregates 0-4 mnﬁ:(arnuc natural
aggregates), 190 kg/hof coarse aggregates 4-8 mm (Zlosyi, natural crushed gafgs,
190 kg/n¥ of coarse aggregates 8—16 méefnuc, natural crushed aggregates). The resulting
water-to-cement ratio was 0.52 and aggregates-to-ceraént5.28. During concreting the
composition was found unsuitable and the biggest aggre@4i® were removed and replaced
with the finer fraction of the aggregates 4/8. Some of the kBamhysical properties were
tested but so far the results have not been provided to treeprauthor despite numerous
promises.

The concrete floor was cast on Novembef'22013. Owing to the high water-to-cement
ratio, the size of the maximum aggregates and superplestithe concrete mixture was very
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liquid. After the initial set, the surface was smoothed donaking it very compact and glossy.
No curing was used. During concreting the temperature doellaround 5C.
After 4 days the floor was cut with a circular saw, the depthhefdut was half of the thick-
ness (50 mm). A very simplified diagram of the cut pattern @ghin Fig. 9.4. Approximately
3 months after casting the cuts were filled with siliconeisgend the surface was penetrated.
The temperature and relative humidity was measured onlytatI2-day intervals. The
measurements for the first 75 days are shown in Fig.9.1, tieethermo and hygrometer was
stolen. Afterwards the relative humidity is assumed to bestant - 50% (end of the heating
period).
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Figure 9.1: Recorded evolution of (a) relative humidity and (b) tempane@ Timet = 0 corresponds to
December 5th 2013.

9.1.2 Measurements of vertical deflections

The red-drawn portion of the slab in Fig. 9.4 was selectedifermeasurements of the vertical
deflections. One of the reasons was its advantageous positids in the corner of the lab-
oratory and no separating walls or heavy equipment were fadmed there in the following
months. It is also one of the largest slabs in the whole laboya

The vertical deflections were measured at four corners didiie(points 1, 2, 3, 4) relatively
with respect to the center S. The round-headed bolts wekfas¢he measuring points, they
were glued into the holes drilled 10 cm from the edges. Thesadice could not be smaller
because of the risk that the corner spalls off during dgilitne concrete was young at that time.

The vertical deflections were determined using the veryipedeveling method (accuracy
0.01 mm). Zero reading was done on DecembBe2B13, the last one on April'42013. The
results are shown in Fig.9.2. The highest value exhibitpthet #2, the smallest value point
#4 which is in the corner of the room. The deflections of thenfso#1 and #3 are almost equal
and coincide with the average deflection of all four points.

The highest average deflection was recorded on ApstjlSB days after casting; in the last
reading the deflection decreased.

Despite the promises, the floor slab was loaded many timesaBly the biggest load that
occurred couple of times was by the high-lift truck (approately 1.5 ton weight).
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Figure 9.2: Measured vertical deflections of the concrete floor. Time 0 corresponds to December
5th 2013.

9.1.3 Measurements of shrinkage and water loss

The measurement of shrinkage and water loss was carriechartler to inversely identify
some basic material properties which can supplement thenkiidation of the drying concrete
slab.

For this reason all the specimens were cast from the samie aatihe floor and afterwards
were stored in the same conditions (stored approximately&xnto the selected floor segment)
as the floor except for the first week. The concrete floor wa®®egh to drying right after
casting. In order not to miss the initial part of shrinkagevater loss while the specimens were
still in mold or unprepared, it was attempted to keep thenesless long as possible.

The specimens were designed such that the inverse analgsiassimple as possible; in
this case the drying was intended to be unidirectional.

The shrinkage measurement was carried out on prismatiénsees fabricated from the
same batch of concrete as the laboratory floor. Four diffesets of three specimens were pre-
pared. One set was intended for the measurement of autagiehookage, the remaining three
of different dimensions for drying shrinkage. The lengthts specimens was approximately
900 mm, height 200 mm and thickness 52 mm (S), 76 mm (M) and 1831lo). On average,
the displacements were measured over the length 770 mm.

The specimens for water-loss (weight loss) measurements @@t into the circular poly-
thene tubes with inner diameter 100 mm. Again, three diffesezes (heights) were prepared:
54 mm (S), 79 mm (M) and 101 mm (L).

All specimens were cast on Novembet'28nd covered with a plastic foil to prevent water
loss from evaporation.

The prismatic specimens were demolded on Decemiyeartd right after that were sealed
with epoxy and one layer of glass fabric. The specimens fasueng the autogenous shrink-
age were coated from all sides, the remaining 3 sets wereds&am four sides only, keep-
ing the two lateral surfaces (with different mutual dist@nhancovered. The cylindrical speci-
mens were kept in mold (PE tube) throughout the experimené grismatic specimens were
equipped with gages and the first reading was done on Decéttber

The cylindrical specimens were stored horizontally (badethe cylinder were vertical),
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making the the effective drying length half of the specimerght. The weight was measured
with a digital scale with the precision of 1 gram and maximwading 5 kg.

The shrinkage strain was computed as the measured disgatelvided by the gage
length. The displacement was measured with the old-faskiomechanical gages with 10n
precision. The gages were attached to a circular steel roth{&liameter) passing through the
holes in a steel beam which was placed into a mold before etingr Every specimen was
equipped with two gages, one on each side (to eliminate tioe '#om bending).

It must be noted that even though the place was called a lalvgraall, during the whole
experiment it was still a construction site. Naturally, asvessential to have the specimens and
the measuring method as robust as possible. Despite oitverted gages were destroyed during
unauthorized manipulation.

On February 8 one cylinder from each set was removed from the tube and veagglin
the oven to dry at 10%°. After 6 days of drying the weight loss stopped evolving. Aay, the
measurement continued for additional 2 weeks.

Some photographs with brief commentary are presented ireégig D.1.
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Figure 9.3: Recorded evolution of (a) water content and (b) shrinkagesroall, medium and large
sample. Time = 0 corresponds to December 5th 2013.

9.2 Finite element simulations
9.2.1 Water loss & shrinkage

Before calculating the structural response of the dryingrfdab, it was necessary to approach
the calibration of the material parameters of the diffusaol the MPS model. As presented
earlier, the material model based on the approach of BaaaddNajjar (Section 5.2) does
not correctly capture the moisture loss of the young comecsaice this concrete contains a
bigger amount of free water which is lost rapidly. This cane realistically described with a
linear isotherm which might be suitable for a mature cormcreor this reason all the presented
simulations use the modified material model (moisture frartsonly, constant temperature is
prescribed) based on Kiinzel, see Section 5.4.
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Figure 9.4: Schematic representation of the laboratory floor geom&imensions are in meters. The

deflections were measured at points 1-4 &ndThe 3D FE simulation modeled the upper right (red
marked) portion of the slab. Vertical deflection in the 2D &Ml model was unified in the location

labeledC'.



Application 132

The FE models for moisture loss consisted of one row of ligeadrilaterals, the mesh was
denser near the drying surfaces (bases of the cylinder)@arder in the core. The length of the
FE mesh corresponded to the actual size of the experimgugainsens. This problem was not
solved in the staggered scheme because there was no neled $bructural response.

The experimentally measured shrinkage data indicate liegptoperties of the sealing are
not perfect. After approximately 10 days even the totallgdled” specimen intended for the
measurements of the autogenous shrinkage (and as a reféoeribe temperature compensa-
tion) started shrinking. After 100 days the measured straisa more than half of the drying
shrinkage measured on the other specimens.

This resulted in changes in the FE models for the simulatiahankage which was orig-
inally planned to be only in 2D. All the models represented/mmetrical 1/4 of the cross-
section. The model was 1 element thick (in the axial directd the specimen) and again,
towards the drying surfaces (or partially sealed), thedisiement mesh was finer. The mesh
for the diffusion was finer and more graded compared to thénrfarsthe structural analysis
which was more uniform.

In the transport analysis, two different boundary condsiavere used: one for the “normal”
drying surface and the other for the “sealed” drying surfégh conditions were of the same
type - the mixed condition relating the flux to the differemegween, andh,,.,, see (5.18). In
the axial direction of the beam the FE model was kept sealed.

In the structural analysis, the degrees of freedom norm#ieglanes of symmetry were
constrained. The degrees of freedom normal to one of thamsfrepresenting the face of
the cross-section were also constrained, on the opposfacsithe master-slave condition was
employed.

9.2.2 Water loss & shrinkage: calibration of material parameters

The material parameters were calibrated at the same timeotbrexperiments. Similarly to
the conclusions from Section 8, it was found that there sxastariety of combinations which
give a reasonable agreement with the experimentally medsiata of water loss. The main
influencing factor is the shape of the sorption isotherm. kéar isotherm was used in all
calculations. If the slope of the isotherm significantlyfeli§ from linear, the MPS model would
give a considerable delay of shrinkage behind the expetahdata.

The first measurement of both water loss and shrinkage wasajmproximately at the same
time, at the age of 7 days. However, the drying of the specirbegan at different times.

Until the first reading, the specimens for the measuremethefvater loss were covered
with a plastic foil. The sealing was not perfect, so the fisgiegimental points are placed at
t —ty = 0.1day.

The situation with the shrinkage experiments is more corapid, the specimens were kept
in mold for 4 days, the top surface was covered with a plasii¢tbut again, the sealing was
not perfect. Afterwards, the specimens were demolded andglapproximately 8 hours the
designated surfaces were sealed with epoxy. The specimaesnstrumented after additional
3 days of drying. Therefore the FE analysis began at the ageays but the first experimental
data are placed at— t, = 3 days.

The following boundary conditions were applied for the skage specimens: during the
first 8 hours of simulation the specimens were drying fronsales, after that the parameters
were changed on the sealed surfaces.
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The following values of the material parameters were usétemoisture transport analysis.
The bilinear desorption isotherm shown in Fig. 9.5 is defibgdy(0) = 5 kg-m~3, the slope
k = 140 kg-m~? and the free water saturatiary = 160 kg m~?, the slope breaks &t = 0.98.
The similar values of the Kiinzels model were used: the wapor diffusion resistance =
400 and the water absorption coefficieit= 0.75 kg-m~2 day °°. On the exposed surfaces the
surface factor was set to 10 kgAmday) and on the sealed surfaces to 0.03 k&/fay). The
latter value was identified from the shrinkage evolutionhef fully sealed specimen. The outer
relative humidityh.,,, was prescribed accordingly to the measured values andlaét¢neft the
50% relative humidity was assumed. As mentioned beforegtin@erature variations were not
taken into account.
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Figure 9.5: Sorption isotherm used in the FE simulation.

The structural analysis used the modified MPS model with me sffect on drying creep
(p = 1); similarly to previous Chapter, the rate of the shrinkaiyais <, at the material point
level is assumed to be proportional to the rate of relativeildity.

The basic-creep parametefs+, were estimated (similarly to the previous sections) using
the empirical formulae of the B3 model. The compressivengifewas assumed to bg,, = 30
MPa (high cement content but total absence of curing). Theviong values were used}; =
23.145, go = 160.118, g3 = 3.474, ¢, = 6.334 all in 10-%/MPa. The simulations of Bryant's
experiment have revealed that the particular values ofdhsile strength and fracture energy
do not influence the results of the unloaded specimens debjéc drying, tensile strength
was set to 2.5 MPa and the fracture enefgyto 100 N/m. The shrinkage is described with
ks, = 0.0025 and the drying creep with; = 50. All other parametersa(;, o, ) were set to
their default values.

The results of the fitting are shown in Fig. 9.6 for water losd & Fig. 9.7 for shrinkage.
Not having the zero readings at the onset of drying, the éxertal data were vertically shifted
to match the simulations. The agreement with the experiahéiata is deemed to be very good
in both cases. The average value of the moisture loss meblsy@ven drying was 160 kgfm
the results approach the value of 85 kgAwhich was computed a0 — 15 — 0.5 x 140 where
15 is the moisture content of the isotherm above 98% relativeidity and 140 is the moisture
capacity. Figure 9.6 suggests that the aggregates codtaimensiderable amount of water
becausé 78 — 160 = 18 kg/m* would correspond only to 5% of the cement weight.

The computed asymptotic value of shrinkage of the “sealpdtisnen in Fig. 9.7 is higher
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than the ultimate shrinkage of the drying specimens. Thisbeaexplained by the distribution

of the relative humidity over the cross-section which ismpared to the other cases, more
uniform. More uniform distribution of the relative humigitesults in more uniform shrinkage

eigenstrains and consequently in smaller magnitude of éifeequilibrated normal stresses,
smaller relaxation and higher shrinkage.
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Figure 9.6: Comparison of the results obtained from FE simulations withexperimentally measured
water loss. The drying began on December 5th. Labels “S”, &dd “L” refer to specimen size.

9.2.3 2D model

Having the material parameters calibrated on the water#4osl shrinkage experiments, it is
possible to approach the simulation of the drying floor slab.

The analysis starts with a simplified 2D model representisgaiion parallel to the cuts. In
Fig. 9.4 it begins at point and then it goes in the direction of point “C” until the edg®iri®
“C”is 100 mm from the edge. The length of the modelled slab.%sr (average between 1.4
and 1.6 m).

The computational FE model for the structural analysis maghin Fig. 9.8, the model
consists ofl 80 x 12 plane stress elements, 360 truss elements and 181 contatgrhents. The
model for transport was composed of 50 quadrilateral elésn@mlered in a row; the problem
could have been equivalently solved using 1D transport ehtsy 2D analysis was employed
only to properly export the field of relative humidity.

The results (of the staggered analysis) were compared tart@lgsis run on a finer mesh
and were found to be almost identical.
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Figure 9.7: Comparison of the results obtained from FE simulations wWithexperimentally measured
shrinkage strain. The drying began on December 2th. Lal®[s'M” and “L” refer to specimens size,
label “A” to specimen intended for the measurement of autoge shrinkage.

The plane-stress idealization is in this case somewhatiqunable. The real problem lies
somewhere between plane strain and plane stress. Congjdlee application and restrictions
of the isotropic damage model, plane stress is more suit@bléhe plane-strain configuration,
the out-of plane stresses would cause a smeared damagevwhadheslab and no localization
could occur.)

Figure 9.4 shows the schematic description of the referenogputational model labeled
“A’. On the left edge (axis of symmetry), the horizontal degs of freedom are restrained,
on the lower half of the right edge the nodes share the sanieohtal displacement (master-
slave approach). The nodes on the lower edge are linked tiltiieconstrained nodes using
1-D contact elements transmitting only compression andhigazero tensile stiffness. In this
reference case, the reinforcing bars (2-D truss elemergadingked directly to the mesh nodes.

Regarding the material parameters, all values except ftahsile strength and fracture
energy were taken from the previous section. In the simanatihe tensile strengtfi was
reduced to 1.5 MPa and the fracture enetgyto 60 N/m. This should reflect the lower maturity
of the material (the slab was not cured while the experimep@cimens were at least sealed
with a plastic foil) and the inevitable effects of the 1.5 t@hicle and other live loads which are
not considered in the analysis. It was also assumed thatetfpepdicular reinforcing bars act
as a source of strain localization, to take this into accdusth the tensile strength and fracture
energy was reduced to one half in the finite elements 100 mmh apd approximately 35 mm
from the top surface.

The behavior and the results of the numerical simulatioeseatremely sensitive to the
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/

nodes constrained in horizontal direction rebars
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constrained nodes

Figure 9.8: Deformed FE mesh of the 2D problem with 2534 nodes, 2160 gtess elements, 360
truss elements, 181 contact 1D elements.

choice of the boundary conditions. The comparison of theedidin at point “C” obtained with
different versions of the computational model is shown ig. Bi.9. The values of the material
parameters for the moisture transfer as well as for thetstraicanalysis were the same.

The following versions are presented:

“A” = reference case described above

“B” =“A’, no body load

“C” ="A’, the right edge is horizontally fully constrained

“D” =*"C”, bond-slip law between the reinforcement and coneret

“E","E2" ="A", force-displacement constitutive law on the rightgsimulating friction forces.

From the presented cases, the biggest deflection (apprefir@5 mm) was obtained in
variant “C” which has horizontally restrained displacetseon the right edge. The origin of
such a high deflection is the very high axial force due to $fage and the asymmetric cut. The
next attempt to reduce the deflection consisted in presgyithie bond-slip material law between
the reinforcing bars and concrete. The simpliffgd model (not taking into account the lateral
stress) with the typical values for concrete was used. sMéiiant (“D”) the deflection dropped
to approximately 3 mm but it is still too much compared to treasurements. The most realistic
models are probably the variants “A” (reference) and “E"2*Bvhere the vertical deflection
is less than 1 mm. In these alternatives, the additional tii@mte@been the reinforcement and
concrete does not make any difference.

The points in this figure represent the experimental measemés scaled by a ratio that was
identified from the 3D analysis presented the in next Secfldre measured deflections of the
points 1, 2, 3 and 4 were scaled to 1/2, 1/3, 1/2 and 1, sucedgsi

Some figures from the post-processing in program Paraviewtewn in Appendix D.2.

Although the slab is loaded by its dead weight, the creep doeplay a significant role in
the time evolution of vertical deflection; the key aspechis development of relative humidity
and the relationship between relative humidity and shigeka

9.2.4 3D model

The experimentally measured vertical deflections at pdintlsexhibit big differences although
the distance from the center of the slab is the same. The tefisat points 1 and 3 are almost
identical and they are very similar to the average deflecigoints 2 and 4. It almost seems as
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Figure 9.9: Vertical deflection at point “C” computed with different bedary conditions in 2D FE anal-
ysis, (a) deflections in range 0-10 mm, (b) detail; the paiagsesent scaled experimentally measured
deflections. The drying began on November 29th.

if the examined floor slab was tilted sideways. A 3D finite edetrmodel was created to clarify
this assumption.

The model for the structural analysis is shown in Fig. 9.2 #epresents the examined floor
slab together with the side segments which are more narrow.

The model consists of more than 100.000 elements X1POx5 layers, horizontal edge
length is 33 mm). In order to save the computational time viseoelastic material without
damage was used in some regions.

The boundary conditions are very similar to the setup in #ierence 2D simulation. The
right and the back (not visible) lateral surfaces in Fig.® &e completely unconstrained, the
nodes on the lower portion of the left and the front surfacagehconstrained displacement
normal to this surface (symmetry idealization).

The material properties are the same as in the previousoseclihe comparison of the
results with the experimental data is shown in Figure 9.1 dmplitudes of the computed re-
sults approximately match the amplitude of the measureéctafhs but the time development
is different. The vertical deflection at points 1, 3 and 4 midished by the weight of the side
elements. The behavior is illustrated in the figures in AgipeD.2.

In the 3D FE simulation, the deflection starts growing affgsraximately 50 days of drying
— not only too late compared to the experiments but also cosdpt 2D simulation. The
absolute mesh size is not the source of problems, the 2Degrobas been run with the same
mesh size (5 layers of 45 elements, horizontal edge lengthr@3 and the results almost did
not change. The problem apparently origins in the contachehts on the lower surface of the
slab. In the analysis the slab is initially held and aftexdgasprings up, although the solution
is converged. To make use of the 3D analysis which realltidascribes the proportions of
the deflections, the computed deflections at points 1-4 &tedeto the computed deflection at
point C, as shown in Fig. 9.11b. After 50 days the ratio betwtbe deflections is approximately
2:1 for points #1 and #3, 3:1 for point #2 and 1:1 for point #4.

Figure 9.12 shows the comparison of the measured and cothgetiections. In this figure
the computed deflections are taken from the 2D simulatiorseald according to the presented
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ratios. Even now the computed deflection is lagging behieckiperiments.
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Figure 9.10: Deformed FE mesh of the 3D problem. In the horizontal dicgcthe mesh size is uniform,
120 x 114 x 5 volume elements, 97405 nodes and 100555 elements.
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Figure 9.11: (a) the experimentally measured deflections and the comipugtieies from the 3D FE
analysis, (b) ratios of the vertical deflections computegbleging the 3D FE model. The location of
point “C” is indicated in Fig. 9.4. The drying began on NovesnR9th.

9.3 Conclusion

The presented example confirms the following conclusioawdrin the previous sections.

e Kiinzel's model can realistically describe the time eviolutof water loss, however, the
sorption isotherm giving very similar results is not unique

e The MPS model can accurately describe shrinkage of thed#drgrspecimens, although
the sorption isotherm has a unrealistically steep slope.
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Figure 9.12: Comparison of the experimentally measured deflectionstélscaled deflection from the
2D analysis. The drying began on November 29th.

e The FE simulations show a good agreement between the exgrgahand the numerical
size effect on shrinkage and water loss.

e The results of the deflecting slab are too delayed behindxpergnent. One of the
possible reasons is the incorrect (linear) relationshipreen the shrinkage and humidity
rate.
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10 Summary and further work

The first part of this thesis provides a brief summary of theetidependent processes specific for
concrete. The attention is paid to concrete creep and sigeknder variable temperature and
humidity conditions. This behavior is documented by sdvexamples (experimental results)
found in the literature.

Solidification theory for basic creep of concrete and itsepsgion for variable humidity
and temperature called Microprestress-solidification 8y1fheory are introduced in Chapter
4. Both theories are physically based and are intended #omntaterial point approach. It
is shown that the microprestress can be completely elimth&tom the formulation and that
the governing equation can be formulated in terms of visgosihe resulting model is still
fully equivalent to the original one, but its structure be@s simplified, and the role of the
model parameters becomes more transparent. Another bisribBtreduction of the number of
independent model parameters.

The material model based on these theories has been swtiyesaplemented into the
OOFEM finite element package, and has been used in simuabiooconcrete creep at vari-
able temperature and humidity. In Chapter 6, the classig@rmental data from the literature
have been compared with the results of the numerical simukt These data comprised con-
crete creep at constant elevated and monotonically inag#ésmperature, creep of mortar at
cyclic temperature (+drying), and a thorough study on cetectreep at drying and shrinkage at
room temperature. The originally proposed microprestsedislification theory has been found
unsuitable for modeling of drying creep and shrinkage urgggreral conditions. Several se-
vere deficiencies of this model have been identified. Congp@réhe experiments, the original
formulation of the MPS model exhibits the opposite sizectft drying creep, spurious sensi-
tivity to the particular choice of relative humidity and @ssive compliance during the repeated
cycles of temperature and relative humidity.

Chapter 7 presents several modifications of the MPS matandkl, which have been in-
troduced in order to overcome the above-mentioned defi@end&xcessive sensitivity to the
specific choice of relative humidity has been eliminate&oAlt has become easier to calibrate
the model because thermal and moisture effects on creepdrally separated. A new variable
has been introduced in order to reduce the influence of subséthermal cycles on creep. This
modification does not affect creep tests in which the evofutf temperature is monotonous.
However, problems regarding excessive creep predictiasethby humidity variations have
not been resolved yet. It has been found that the size effedrying creep is controlled by
the value of exponerntin the governing equation for viscosity. If the originalgcommended
valuep = 2 is changed tgp = 1, the size effect is eliminated.